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Abstract

In this paper we consider the problem of system assignment for

the class of linear output feedback systems having symmetric state

space realisations. For such systems the classical pole placement

task can be considered as a degenerate case of a more general sys-

tem assignment problem. It is shown that a symmetric state space

realisation can be assigned arbitrary (real) poles via output feedback

if and only if there are at least as many system inputs as states.

The task of computing feedback gains for system assignment is ap-

proached by deriving gradient ows which minimize suitable least

squares distance functions on smooth manifolds of output feedback

equivalent realisations. These ordinary di�erential equations pro-

vide insight into the complex structure of the systems assignment

and pole placement problems. Computing the limiting values of the

ows provides a method of determining optimal feedback gains for

the system assignment (pole placement) problem even when exact

solutions to the problem does not exist. The methods are also gen-

eralised to a simultaneous multiple system assignment problem.
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1 Introduction

A classical problem in systems theory is that of pole placement or eigen-
value assignment of linear systems via constant gain output feedback. This
is clearly a di�cult task and despite a number of important results, (cf.
Byrnes [3] for an excellent survey,) a complete solution giving necessary and
su�cient conditions for a solution to exist has not been developed. It has
recently been shown that (strictly proper) linear systems with mp > n can
be assigned arbitrary poles using real output feedback [13]. Here n denotes
the McMillan degree of a system havingm inputs and p outputs. Of course
if mp < n for a given linear system then generic pole assignment is impos-
sible, even when complex feedback gain is allowed [9]. The case mp = n

remains unresolved, though a number of interesting results are available
[9, 14, 2]. Present results do not apply to output feedback systems with
symmetries or structured feedback systems. More generally, one is also in-
terested in situations where an optimal state feedback gain is sought such
that the closed loop response of the system is a best approximation of a
desired response, though the exact response may be unobtainable. In such
cases one would still hope to �nd a constructive method to compute the op-
timal feedback that achieves the best approximation. The problem appears
to be too di�cult to tackle directly, however, and algorithmic solutions are
an attractive alternative.

The techniques applied in this paper are related to recent work in solv-
ing linear algebraic problems using dynamical systems. A survey of this
�eld along with applications in linear systems theory is given in the forth-
coming monograph [8]. In addition, we mention Brockett [1] who tackles
a least squares matching task, motivated by problems in computer vision
algorithms, that is related to the system approximation problem we con-
sider though his paper does not consider the e�ects of feedback. The work
also relates to Chu's paper [5] who develops dynamical system methods to
solve inverse singular value problems, a topic that is closely related to the
pole placement question. The simultaneous multiple system assignment
problem we consider is a generalisation of the single system problem and is
reminiscent of Chu's approach [4] to simultaneous reduction of several real
matrices.

In this paper, we consider a structured class of systems (those with
symmetric state space realisations) for which, to our knowledge, no previ-
ous pole placement results are available. The assumption of symmetry of
the realisation, besides having a natural network theoretic interpretation,
simpli�es the geometric analysis considerably. It is shown that a symmet-
ric state space realisation can be assigned arbitrary (real) poles via output
feedback if and only if there are at least as many system inputs as states.
This result is surprising since a naive counting argument (comparing the
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number of free variables 1
2
m(m + 1) of symmetric output feedback gain

to the number of poles n of a symmetric realization having m inputs and
n states) would suggest that 1

2
m(m + 1) � n is su�cient for pole place-

ment. To investigate the problem further we derive gradient ows of least
squares cost criteria (functions of the matrix entries of realisations) de�ned
on smooth manifolds of output feedback equivalent symmetric realisations.
Limiting solutions to these ows occur at minima of the cost criteria and
relate directly to �nding optimal feedback gains for system assignment and
pole placement problems. Cost criteria are proposed for solving the tasks
of system assignment, pole placement, and simultaneous multiple system
assignment. This work is part of an ongoing investigation into the poten-
tial of dynamical methods in systems theory. In particular, we mention
a companion paper [10] in which a direct numerical scheme is proposed
for computing the algorithms developed in the sequel and a discussion of
general linear systems in [8, Chapter 5.3].

The paper consists of seven sections including the introduction. In sec-
tion two we formulate the problems considered and prove two lemmas which
provide necessary conditions for generic pole placement and system assign-
ment. In section three we give a development of the geometry of the set
of systems that are considered. Section four contains a dynamical systems
approach to computing systems assignment problems for the class of sym-
metric state space realizations while section �ve contains three corollaries
which apply to the pole placement and the simultaneous multiple system
assignment problems. Lastly, section six contains a number of numerical
investigations and section seven contains some �nal conclusions.

2 Statement of the Problem

In this section we present a brief review of symmetric systems before giving
the precise formulations of the problems that are considered in the sequel
and proving a pole placement result for symmetric state space realizations.

A symmetric transfer function is a proper rational matrix function
G(s) 2 Rm�m such that

G(s) = G(s)T :

For any such transfer function there exists a minimal signature symmetric

realisation

_x = Ax+Bu;

y = Cx;

ofG(s) such that (AIpq)
T = AIpq and C

T = IpqB, with Ipq = diag(Ip;�Iq),
a diagonal matrix with its �rst p diagonal entries 1 and the remaining diag-
onal entries -1. Symmetric transfer functions correspond to linear models of
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electrical networks constructed from resistors, capacitors and inductors. A
signature symmetric realisation is a dynamical model of a suitable electrical
network with p capacitors and q inductors.

Static linear symmetric output feedback is introduced to a state space
model via a feedback law

u = Ky + v; K = KT ;

leading to the \closed loop" system

_x = (A+BKC)x+Bv;

y = BTx:
(2.1)

In particular, symmetric output feedback, where K = KT 2 Rm�m, pre-
serves the structure of signature symmetric realisations and is the only
output feedback transformation that has this property.

A symmetric state space system (also symmetric realisation) is a linear
dynamical system

_x = Ax+Bu; A = AT (2.2)

y = BTx; (2.3)

with x 2 Rn, u; y 2 Rm, A 2 Rn�n, B 2 Rn�m. Thus, symmetric
state space systems correspond to RC-networks, constructed entirely of
capacitors and resistors. Without loss of generality assume that m � n, B
is full rank and BTB = Im the m �m identity matrix. We use a matrix
pair (A;B) 2 S(n) � O(n;m), where S(n) = fX 2 Rn�n

j X = XT g the
set of symmetric n� n matrices and O(n;m) = fY 2 Rn�m

j Y TY = Img

to represent a linear system of the form (2.2) and (2.3). The set O(n;m) is
the Stiefel manifold (a smooth nm� 1

2
m(m+ 1) dimensional submanifold

of Rn�m) of n�m matrices with orthonormal columns [8, pg. 24].
Two symmetric state space systems (A1; B1) and (A2; B2) are called

output feedback equivalent if

(A2; B2) = (�(A1 +B1KB
T
1 )�

T ;�B1) (2.4)

holds for � 2 O(n) = fU 2 Rn�n
j UTU = Ing the set of n�n orthogonal

matrices and K 2 S(m) the set of symmetric m �m matrices. Thus the
system (A2; B2) is obtained from (A1; B1) using an orthogonal change of
basis � 2 O(n) in the state space Rn and a symmetric feedback transfor-
mation K 2 S(m). It is easily veri�ed that output feedback equivalence
is an equivalence relation (cf. [12, pg. 22]) on the set of symmetric state
space systems.

In this paper we consider the following problems for the class of sym-
metric state space systems.
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Problem A Let (A;B) 2 S(n) � O(n;m) be a symmetric state space
system and choose (F;G) 2 S(n)�O(n;m) to possesses the desired system
structure. Consider the potential

	 : Rn�n
�O(n;m)! R;

	(A;B) := jjA� F jj2 + 2jjB �Gjj2;

where jjX jj2 = tr(XTX) is the Frobenius (or Euclidean) matrix norm.
Find a symmetric state space system (Amin; Bmin) which minimizes 	 over
the set of all output feedback equivalent systems to (A;B). Equivalently,
�nd a pair of matrices (�min;Kmin) 2 O(n)� S(m) such that

 (�;K) := jj�(A+BKBT )�T
� F jj2 + 2jj�B �Gjj2;

is minimized over O(n)� S(m)
Such a formulation is particularly of interest when structural properties

of the desired realisations are speci�ed. For example, one may wish to
choose the \target system" (F;G) with certain structural zeros. If an exact
solution to the system assignment problem exists (i.e. 	(Amin; Bmin) = 0) it
is easily seen that (Amin; Bmin) will have the same structural zeros as (F;G).
Of course, one expects that an exact solution to the system assignment
problem need not always exist. Indeed, unless the symmetric state space
systems considered have at least as many inputs as states the following
lemma shows that the problem is generically unsolvable.

Lemma 2.1 Let n and m be integers, n � m, and let (F;G) 2 S(n) �
O(n;m). Consider matrix pairs (A;B) 2 S(n)�O(n;m).

a) If m = n then for any matrix pair (A;B) of the above form, there

exist matrices � 2 O(n) and K 2 S(m) such that

�(A+BKBT )�T = F; �B = G:

b) If m < n then the set of (A;B) 2 S(n)�O(n;m) for which an exact

solution to the system assignment problem exists is measure zero in

S(n)�O(n;m). (I.e. for almost all systems (A;B) 2 S(n)�O(n;m)
no exact solution to the system assignment problem exists.)

Proof: If m = n then O(n;m) = O(n) and BT = B�1. For any (A;B) 2
S(n)�O(n) choose (�;K) = (GBT ; GTFG�BTAB). Thus,

�(A+BKBT )�T = GBTABGT +GBTB(GTFG�BTAB)BTBGT = F

and �B = GBTB = G.
To prove part b) observe that since output feedback equivalence is an

equivalence relation the set of systems for which the system assignment
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problem is solvable are exactly those systems which are output feedback
equivalent to (F;G). Consider the set

F(F;G) = f(�(F +BGBT )�T ;�G) j (�;K) 2 O(n)� S(m)g:

We use a result proved independently in Section 3, Lemma 3.1, that F(F;G)
is a smooth submanifold of S(n) � O(n;m). But F(F;G) is the image of
O(n) � S(m) via the continuous map (�;K) 7! (�(F + BGBT )�T ;�G)
and necessarily has dimension at most dimO(n) � S(m) = 1

2n(n � 1) +
1
2
m(m + 1). The dimension of S(n) � O(n;m) however is 1

2
n(n + 1) +

(nm� 1
2m(m+ 1)) [8, pg. 24]. Observe that

dimO(n)� S(m)� dimS(n)�O(n;m) = (n�m)(m+ 1);

which is strictly positive for 0 � m < n. Thus, for m < n the set F(F;G)
is a submanifold of S(n)�O(n;m) of non-zero co-dimension and has zero
measure.

A similar task to Problem A is that of pole placement for symmetric
state space realizations. The pole placement task for symmetric systems is;
given an arbitrary set of numbers s1 � : : : � sn in R and an initial m�m

symmetric transfer function G(s) = GT (s) with a symmetric realisation,
�nd a symmetric matrix K 2 S(m) such that the poles of GK(s) = (Im �

G(s)K)�1G(s) are exactly s1; : : : ; sn. Rather than tackle this problem
directly we consider the following variant of the problem.

Problem B Let (A;B) 2 S(n) � O(n;m) be a symmetric state space
system and let F 2 S(n) be a symmetric matrix. De�ne

�(A;B) := jjA� F jj2;

�(�;K) := jj�(A�BKBT )�T
� F jj2:

Find a symmetric state space system (Amin; Bmin) which minimizes � over
the set of all output feedback equivalent systems to (A;B). Respectively,
�nd a pair of matrices (�min;Kmin) 2 O(n)�S(m) which minimizes � over
O(n)� S(m).

Problem B minimizes a cost criterion that assigns the full eigenstructure
of the closed loop system. Two symmetric matrices have the same eigen-
structure (up to orthogonal similarity transformation) if and only if they
have the same eigenvalues (since any symmetric matrix may be diago-
nalised via an orthogonal similarity transformation.) Thus, Problem B is
equivalent to solving the pole-placement problem for symmetric systems
(assigning the eigenvalues of the closed loop system.) The advantage of
considering Problem B rather than a standard formulation of the pole-
placement problem lies in the smooth nature of the optimization problem
obtained.
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It is of interest to consider generic conditions on symmetric state space
systems for the existence of an exact solution to Problem B (i.e. the exis-
tence of (�min;Kmin) such that �(�min;Kmin) = 0). This is exactly the
classical pole placement question about which much is known for general
linear systems [3, 13]. The following result answers (at least in part) this
question for symmetric state space systems. It is interesting to note that
the necessary conditions for \generic" pole-placement for symmetric state
space systems are much stronger than those for general linear systems.

Lemma 2.2 Let n and m be integers, n � m, and let F 2 S(n) be a real

symmetric matrix. Consider matrix pairs (A;B) 2 S(n)�O(n;m).

a) If m = n then for any matrix pair (A;B) of the above form, there

exist matrices � 2 O(n) and K = KT 2 Rm�m such that

�(A+BKBT )�T = F: (2.5)

b) If m < n then there exists an open set of matrix pairs (A;B) 2
S(n)�O(n;m) of the above form such that eigenstructure assignment

(to the matrix F ) is impossible.

Proof: To prove part a) observe that since m = n one has B 2 O(n).
Thus, choosing

K = BT (F �A)B;

gives A+BKBT = A+BBT (F�A)BBT = F . Thus, the pair (In; B
T (F�

A)B) 2 O(n) � S(n) solves the eigenstructure assignment problem.
To prove part b) observe that the set of matrix pairs

f(A;B) j A = BBTABBT
g

is Zariski closed in S(n)�O(n;m) and consequently of measure zero [11].
Thus, either there exists a matrix pair (A;B) 2 S(n) � O(n;m) and ma-
trices � 2 O(n) and K = KT 2 Rm�m such that (2.5) is satis�ed and

A 6= BBTABBT or part b) is trivially true. Direct manipulations of (2.5),
remembering that BTB = Im, yield

K = BT (�TF��A)B:

Substituting this back into (2.5) gives

�TF� = (A�BBTABBT ) +BBT�TF�BBT :

Observe that

tr
�
(A�BBTABBT )TBBT�TF�BBT

�
= tr

�
(BBT (A�BBTABBT )BBT )�TF�

�
= 0;
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and taking the squared Frobenius norm of �TF� gives

jjF jj2 = jj(A�BBTABBT )jj2 + jjBBT�TF�BBT
jj
2;

where we use the invariance of the Frobenius norm under orthogonal trans-
formations. It follows directly that jjF jj2 � jj(A�BBTABBT )jj2.

Since (A;B) was chosen deliberately such that A 6= BBTABBT one
may consider the related matrix pair (A0; B0) = (�A;B), where

� =

�
jjF jj2 + 1

jjA�BBTABBT jj2

� 1

2

:

By construction

jj(A0 �B0B0TA0B0B0T )jj2 = jjF jj2 + 1 > jjF jj2

and no solution to the eigenstructure assignment problem exists for the
system (A0; B0). Moreover, the map (A;B) 7! jj(A � BBTABBT )jj2 is
continuous and it follows that there is an open neighbourhood of systems
around (A0; B0) for which the eigenstructure assignment task cannot be
solved.

Remark 2.1 It follows directly from the proof of Lemma 2.2 that eigen-
structure assignment of a symmetric state space system (A;B) 2 S(n) �
O(n;m) to an arbitrary closed loop matrix F 2 S(n) is possible only if

jjF jj2 � jjA� BBTABBT
jj
2:

In particular, if m < n then the `pole placement map' [3] is not almost onto
for symmetric realisations. Of course if feedback is applied which destroys
the symmetry of the realisation then the general linear pole placement
results would apply. 2

Remark 2.2 One may weaken the hypothesis of Lemma 2.2 consider-
ably to deal with matrix pairs (A;B) 2 S(n)�Rn�m, for which B is not
constrained to satisfy BTB = Im and for which m may be greater than
n. One has that eigenstructure assignment is generically possible if and
only if rankB = n. The proof is similar to that given above observing that
the projection operator BBT is related to the general projection operator

B(BTB)yBT , where y represents the pseudo-inverse of a matrix. For exam-
ple, the feedback matrix yielding exact system assignment for rankB = n

is
K = (BTB)yBT (F �A)B(BTB)y:

2
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A further problem that is considered is that of simultaneous multiple
system assignment. This is a di�cult problem about which very little is
known presently. Our approach is to consider a generalisation of the cost
criterion  for a single system.

Problem C For any integer N 2 N let (A1; B1); : : : ; (AN ; BN ) and
(F1; G1), : : :, (FN ; GN ) be two sets of N symmetric state space systems.
De�ne

 N (�;K) :=

NX
i=1

jj�(Ai +BiKB
T
i )�

T
� Fijj

2 + 2

NX
i=1

jj�Bi �Gijj
2:

Find a pair of matrices (�min;Kmin) 2 O(n) � S(m) which minimizes  N
over O(n)� S(m).

3 Geometry of Output Feedback Orbits

It is necessary to briey review the Riemannian geometry of the spaces
on which the optimization problems stated in Section 2 are posed. The
reader is referred to Helgason [7] for technical details on Lie-groups and
homogeneous spaces and Helmke and Moore [8] for a development of dy-
namical systems methods for optimization along with applications in lin-
ear systems theory. In the sequel we often use the Lie-bracket notation
[X;Y ] = XY � Y X , where X and Y are square matrices.

The set O(n) � S(m) forms a Lie group under the group operation
(�1;K1) � (�2;K2) = (�1�2;K1 +K2). It is known as the output feedback
group for symmetric state space systems. The tangent spaces of O(n) �
S(m) are

T(�;K)(O(n) � S(m)) = f(
�;�) j 
 2 Sk(n);� 2 S(m)g;

where Sk(n) = f
 2 Rn�n
j 
 = �
Tg the set of n� n skew symmetric

matrices. The Euclidean inner product on Rn�n
�Rn�m is given by

h(A;B); (X;Y )i = tr(ATX) + tr(BTY ): (3.1)

By restriction, this induces a non-degenerate inner product on the tangent
space T(In;0)(O(n) � S(m)) = Sk(n) � S(m). The Riemannian metric we
consider on O(n)� S(m) is the right invariant group metric

h(
1�;�1); (
2�;�2)i = 2tr(
T
1 
2) + 2tr(�T1 �2):

The right invariant group metric is generated by the induced inner product
on T(In;0)(O(n)�S(m)), mapped to each tangent space by the linearisation
of the di�eomorphism (�; k) 7! (��; k+K) for (�;K) 2 (O(n)�S(m)). It
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is readily veri�ed that this de�nes a Riemannian metric which corresponds,
up to a scaling factor, to the induced Riemannian metric on O(n) � S(m)
considered as a submanifold of Rn�n

�Rn�m. The scaling factor 2 serves
to simplify the algebraic expressions obtained in the sequel.

Let (A;B) 2 S(n) � O(n;m) be a symmetric state space system. The
symmetric output feedback orbit of (A;B) is the set

F(A;B) = f(�(A+BTKB)�T ;�B) j � 2 O(n);K 2 S(m)g; (3.2)

of all symmetric realisations that are output feedback equivalent to (A;B).
Observe that no assumption on the controllability of the matrix pair (A;B)
is made.

Lemma 3.1 The symmetric output feedback orbit F(A;B) is a smooth

submanifold of S(n) � O(n;m) with tangent space at a point (A;B) given
by

T(A;B)F(A;B) = f([
; A] +B�BT ;
B) j 
 2 Sk(n);� 2 S(m)g: (3.3)

Proof: The set F(A;B) is an orbit of the smooth semi-algebraic group
action

� : (O(n) � S(m))� (S(n)�O(n;m)) ! (S(n)�O(n;m));

�((�;K); (A;B)) := (�(A+BTKB)�T ;�B): (3.4)

It follows that F(A;B) is a smooth submanifold of S(n) �Rn�m [6, Ap-
pendix B]. For an arbitrary matrix pair (A;B) the map

f(�;K) := (�(A+BKBT )�T ;�B)

is a smooth submersion of O(n) � S(m) onto F(A;B) [6, pg. 74]. The
tangent space of F(A;B) at (A;B) is the range of the linearisation of f at
(In; 0)

T(In;0)f : T(In;0)(O(n)� S(m))! T(A;B)F(A;B)

(
;�) 7! ([
; A] +B�BT ;
B); (
;�) 2 Sk(n)� S(m):

The space F(A;B) is also a Riemannian manifold when equipped with
the so-called normal metric [8]. Fix (A;B) 2 S(n)�O(n;m) a symmetric
state space system and consider the map

f(�;K) := (�(A+BKBT )�T ;�B):

The tangent map T(In;0)f induces a decomposition

T(In;0)(O(n) � S(m)) = kerT(In;0)f � dom T(In;0)f;
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where

kerT(In;0)f = f(
?;�?) 2 Sk(n)� S(m) j [A;
?] = B�?B
T ;
?B = 0g

is the kernel of T(In;0)f and

dom T(In;0)f = f(
?;�?) 2 Sk(n)� S(m) j tr((
?)T
?) = 0;

tr((�?)T�?) = 0; for all (
?;�?) 2 kerT(In;0)fg

is the orthogonal complement of the kernel with respect to the Euclidean
inner product (3.1). Formally, the normal Riemannian metric on F(A;B)
is the inner product (3.1) on T(In;0)(O(n)�S(m)) restricted to dom T(In;0)f

and induced on T(A;B)F(A;B) via the isomorphism

T(In;0)f
? : dom T(In;0)f ! T(A;B)F(A;B);

the restriction of T(In;0)f to dom T(In;0)f . Thus, for two tangent vectors
([
i; A] +B�iB

T ;
iB) 2 T(A;B)F(A;B), i = 1; 2, the normal Riemannian
metric is computed as

hh([
1; A] + B�1B
T ;
1B); ([
2; A] +B�2B

T ;
2B)ii

= 2tr((
?1 )
T
?2 ) + 2tr((�?1 )

T�?2 ):

Here (
i;�i) = ((
i)?; (�i)?)� (
?i ;�
?

i ) 2 kerT(In;0)f �dom T(In;0)f for
i = 1; 2. It is readily veri�ed that this construction de�nes a Riemannian
metric on F(A;B).

4 Least Squares System Assignment

In this section we consider Problem A, i.e. the question of computing a
symmetric state space linear system in a given orbit F(A;B) that most
closely approximates a given \target" system in a least squares sense. We
provide a brief analysis of the cost functions 	 and  which leads to ex-
istence results for global minima. Gradient ows of the cost functions are
derived and existence results for their solutions are given.

Lemma 4.1 Let (F;G); (A;B) 2 S(n)�O(n;m) be symmetric state space

linear systems.

a) The function  : O(n) � S(m)! R,

 (�;K) := jj�(A+BKBT )�T
� F jj2 + 2jj�B �Gjj2;

has compact sublevel sets. I.e. the sets

f(�;K) 2 O(n)� S(m) j  (�;K) � �g

for any � � 0, are compact subsets of O(n) � S(m).
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b) The function 	 : F(A;B)! R,

	(A;B) := jjA� F jj2 + 2jjB �Gjj2;

has compact sublevel sets.

Proof: The triangle inequality yields both

jjKjj2 = jjBKBT
jj
2
� 2(jjA+BKBT

jj
2 + jjAjj2)

and

jjA+BKBT
jj
2 = jj�(A+BKBT )�T

jj
2

� 2(jj�(A+BKBT )�T
� F jj2 + jjF jj2):

Thus, for (�;K) 2 O(n) � S(m) one has

jjKjj2 � 2(2(jj�(A+BKBT )�T
� F jj2 + jjF jj2) + jjAjj2)

� 4(jj�(A+BKBT )�T
� F jj2 + 2jj�B �Gjj2)

+4jjF jj2 + 2jjAjj2;

= 4 (�;K) + 4jjF jj2 + 2jjAjj2;

where a factor of 8jj�B � Gjj2 is added to the middle line to give the
correct terms for the cost  . Thus, for (�;K) 2 O(n) � S(m), satisfying
 (�;K) � �, one has

jj(�;K)jj2 = jj�jj2 + jjKjj2

� tr(�T�) + 4 (�;K) + 4jjF jj2 + 2jjAjj2

� n+ 4�+ 4jjF jj2 + 2jjAjj2;

and the sublevel sets of  are bounded. Since  is continuous the sublevel
sets are closed and compactness follows directly [12, pg. 174]. Part b) fol-
lows by observing that  = 	�f , where f(�;K) := (�(A+BKBT )�T ;�B)
for given (A;B) 2 F(A;B). Thus, the sublevel sets of 	 are exactly the
images of the corresponding sublevel sets of  via the continuous map f .
Since continuous images of compact sets are themselves compact [12, pg.
167] the proof is complete.

Corollary 4.1 Let (F;G); (A;B) 2 S(n) � O(n;m) be symmetric state

space linear systems.

a) There exists a global minimum (�min;Kmin) 2 O(n)� S(m) of  ,

 (�min;Kmin) = inff (�;K) j (�;K) 2 O(n) � S(m)g:

12
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b) There exists a global minimum (Amin; Bmin) 2 F(A;B) of 	,

	(Amin; Bmin) = inff	(A;B) j (A;B) 2 F(A;B)g:

c) The submanifold F(A;B) � S(n)�O(n;m) is closed in S(n)�Rn�m.

Proof: To prove part a), choose � � 0 such that the sublevel set J =
(f(�;K) j  (�;K) � �g is non empty. Then  jJ : J ! [0; �] is a
continuous map from a compact space into the reals and the minimum
value theorem [12, pg. 175] ensures the existence of (�min;Kmin). The
proof of part b) is analogous to that for part a).

To prove c) Assume that F(A;B) is not closed. Choose a boundary
point (F;G) 2 F(A;B) � F(A;B). By part b) there exists a minimum
(Amin; Bmin) 2 F(A;B) such that

	(Amin; Bmin) = inff	(A;B) j (A;B) 2 F(A;B)g

= 0

since (F;G) is in the closure of F(A;B). But this implies jjAmin � F jj2 +
2jjBmin � Gjj2 = 0 and consequently (Amin; Bmin) = (F;G). This contra-
dicts the assumption that (F;G) 62 F(A;B).

Having determined the existence of a solution to the system assignment
problem we now consider the problem of computing the global minima of
the cost functions 	 and  .

Theorem 4.1 Let (A;B); (F;G) 2 S(n) � O(n;m) be symmetric state

space systems. Let

	 : F(A;B)! R; 	(A;B) := jjA� F jj2 + 2jjB �Gjj2; (4.1)

measure the Euclidean distance between two symmetric realisations. Then

a) The gradient of 	 with respect to the normal metric is

grad	(A;B) =�
�[A; ([A;F ] +BGT �GBT )] +BBT (A� F )BBT

([A;F ] +BGT �GBT )B

�
:(4.2)

b) The critical points of 	 are characterised by

[A;F ] = GBT �BGT ;

0 = BT (A� F )B:
(4.3)

13



R. MAHONY AND U. HELMKE

c) Solutions of the gradient ow ( _A; _B) = �grad	(A;B),

_A = [A; ([A;F ] +BGT �GBT )]�BBT (A� F )BBT

_B = �([A;F ] +BGT �GBT )B
(4.4)

exist for all time t � 0 and remain in F(A;B).

d) Any solution to (4.4) converges as t!1 to a connected set of matrix

pairs (A;B) 2 F(A;B) which satisfy (4.3) and lie in a single level

set of 	.

Proof: We compute the gradient using the identities1

[i)] D	j(A;B) (�) = hhgrad	(A;B); �ii;

� = ([
; A] +B�BT ;
B) 2 T(A;B)F(A;B)

[ii)] grad	(A;B) 2 T(A;B)F(A;B);

Computing the Fr�echet derivative of 	 in direction ([
; A] + B�BT ;
B)
gives

D	j(A;B) ([
; A] +B�BT ;
B)

= 2tr((A� F )T ([
; A] +B�BT )) + 4tr((B �G)T
B) (4.5)

= 2tr((�[A� F;A] + 2B(B �G)T )
) + 2tr(BT (A� F )B�)

= hh[
�
[A;F ] +BGT

�GBT ); A] +BBT (A� F )BBT ;

([A;F ] +BGT
�GBT )B

�
;

([
; A] +B�BT ;
B)ii:

When deriving the above relations it is useful to recall that

([
; A] +B�BT ;
B) = ([
?; A] +B�?BT ;
?B)

where (
;�) = (
?;�?)� (
?;�?), (cf. the discussion of normal metrics
at the end of Section 3). Observing that ([A;F ] + BGT �GBT ) 2 Sk(n)
while BT (A� F )B 2 S(m) completes the proof of part a).

To prove b), observe that the �rst identity ensures that the Fr�echet
derivative at a critical point (grad	 = 0) is zero in all tangent directions.
Setting (4.5) to zero, yields

2tr(([F;A] +GBT
�BGT )
) + 2tr(BT (A� F )B�) = 0

for arbitrary (
;�) 2 Sk(n)� S(m) and (A;B) a critical point of 	.

1D	j(A;B) (�) is the Fr�echet derivative of 	 in direction � [8].

14
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For given initial conditions (A(0); B(0)) solutions of (4.4) will remain in
the sublevel set f(A;B) 2 F(A;B) j 	(A;B) � 	(A(0); B(0))g. Since this
set is compact, Lemma 4.1, in�nite time existence of the solution follows.
This proves c) while d) follows from an application of LaSalle's invariance
principle.

Remark 4.1 Let N(s)D(s)�1 be a coprime factorisation of the symmetric
transfer function G(s) = BT (sI � A)�1B. Then the coe�cients of the
polynomial matrix N(s) 2 R[s]m�m are invariants of the ow (4.4). In
particular the zeros of the system (A;B;BT ) are invariant under the ow
(4.4). 2

The above theorem provides a method of investigating best approxi-
mations to a given \target system" within a symmetric output feedback
orbit. However, it does not provide any explicit information on the chang-
ing feedback transformations (�(t);K(t)). To obtain such information we
propose a related ow on the output feedback group O(n) � S(m). The
following result generalises work by Brockett on matching problems [1].
Brockett considers similar cost functions but only allows state space trans-
formations rather than output feedback transformations.

Theorem 4.2 Let (A;B); (F;G) 2 S(n) � O(n;m) be symmetric state

space linear systems. De�ne

 : O(n)�S(m)! R;  (�;K) := jj�(A+BKBT )�T
�F jj2+2jj�B�Gjj2

(4.6)
then:

a) The gradient of  with respect to the right invariant group metric is

grad (�;K) =�
[�(A+BKBT )�T ; F ]� + (�BGT �GBT�T )�

BT (A+BKBT ��TF�)B

�
(4.7)

b) The critical points of  are characterised by

[F;�(A +BKBT )�T ] = (�BGT �GBT�T );
K = BT (�TF��A)B:

(4.8)

c) Solutions of the gradient ow ( _�; _K) = �grad (�;K)

_� = �[�(A+BKBT )�T ; F ]�� (�BGT �GBT�T )�;
_K = �BT (A+BKBT ��TF�)B;

(4.9)

15
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exist for all time t � 0 and remain in a bounded subset of O(n) �
S(m). Moreover, as t ! 1 any solution of (4.9) converges to a

connected subset of critical points in O(n)�S(m) which are contained

in a single level set of  .

d) If (�(t);K(t)) is a solution to (4.9) then

(A(t);B(t)) = (�(t)(A+BK(t)BT )�(t)T ;�(t)TB)

is a solution of (4.4).

Proof: The computation of the gradient is analogous to that undertaken
in the proof of Theorem 4.1 while the characterisation of the critical points
follows directly from setting (4.7) to zero. The proof of c) is also analogous
to the proof of parts c) and d) in Theorem 4.1.

The linearisation of f(�;K) := (�(A + BKBT )�T ;�TB) is readily
computed to be

T(�;K)f(
�;�) = ([
;A] + B�BT ;
B)

where A = �(A+BKBT )�T and B = �B. The image of ( _�; _K) via this
linearisation is

T(�;K)f( _�; _K) =
�
[A; [A; F ] + (BGT

�GB)] + BB
T (A� F )BBT ;

�([A; F ] + BGT
�GBT )B

�
:

Consequently ( _A; _B) = �grad	(A;B). Classical O.D.E. uniqueness results
complete the proof.

The following lemma provides an alternative approach to determining
a bound on the feedback gain K(t). The method of proof for the following
result is of interest and the result obtained is somewhat tighter than that
obtained in Lemma 4.1.

Lemma 4.2 Let (�(t);K(t)) be a solution of (4.9). Then the bound

jjK(t)�K(0)jj2 �
1

2
 (T (0);K(0))

holds for all time.

Proof: Integrating out (4.9) for initial conditions (�0;K0) and then tak-
ing norms gives the integral bound

jj�(t)��0jj
2 + jjK(t)�K0jj

2

= jj

Z t

0

grad (�(�);K(�))d� jj2

16
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�

Z t

0

jjgrad (�(�);K(�))jj2d�

=
1

2

Z t

0

hgrad (�(�);K(�)); grad (�(�);K(�))id�:

Also

d

dt
 (�(t);K(t)) = �hgrad (�(t);K(t)); grad (�(t);K(t))i;

and thus, integrating between 0 and t and recalling that 0 �  (�(t);K(t)) �
 (�(0);K(0)) for all t � 0 we get

Z t

0

hgrad (�(�);K(�)); grad (�(�);K(�))id� =

 (�(0);K(0))�  (�(t);K(t)) �  (�(0);K(0));

and consequently

jj�(t)��0jj
2 + jjK(t)�K0jj

2
�

1

2
 (�(0);K(0)):

The result follows directly.

It is advantageous to consider a closely related ow that evolves only
on O(n) rather than the full output feedback group O(n) � S(m). The
following development uses similar techniques to those proposed by Chu in
[5].

Let (A;B) 2 S(n) � O(n;m) be a given symmetric state space system
and de�ne

L = fBKBT
j K 2 S(m)g

to be the linear subspace of S(n) corresponding to the range of the linear
map K 7! BKBT . Similarly, de�ne L? to be the orthogonal complement
of L with respect to the Euclidean inner product on Rn�n. The projection
operators

P : S(n)! L; P(X) := BBTXBBT (4.10)

and

Q : S(n)! L
?; Q(X) := (I� P)(X) = X �BBTXBBT (4.11)

are well de�ned. Here I represents the identity operator and BTB = Im
by assumption. The tangent space of O(n) at a point � is T�O(n) =
f
� j 
 2 Sk(n)g with Riemannian metric h
1�;
2�i = 2tr(
T

1 
2),
corresponding to the right invariant group metric on O(n).

17
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Theorem 4.3 Let (A;B); (F;G) 2 S(n) � O(n;m) be symmetric state

space systems. De�ne

 � : O(n)! R

 � := jjQ(A ��TF�)jj2 + 2jj�B �Gjj2 (4.12)

then,

a) The gradient of  � with respect to the right invariant group metric is

grad �(�) = [�Q(A ��TF�)�T ; F ]� + (�BGT
�GBT�T )�:

b) The critical points � 2 O(n) of  � are characterised by

[F;�Q(A ��TF�)�T ] = (�BGT
�GBT�T ):

and correspond exactly to the orthogonal matrix component of the

critical points (4.8) of  .

c) The negative gradient ow minimizing  � is

_� = [F;�Q(A ��TF�)�T ]�� (�BGT
�GBT�T )�; �(0) = �0:

(4.13)
Solutions to this ow exist for all time t � 0 and converge as t!1

to a connected set of critical points contained in a level set of  �.

Proof: The gradient and the critical point characterisation are proved as
for Theorem 4.1. The equivalence of the critical points is easily seen by
solving (4.8) for � independently ofK. Part c) follows from the observation
that (4.13) is a gradient ow on a compact manifold.

Fixing � constant in the second line of (4.9) yields a linear di�erential
equation in K with solution

K(t) = e�t(K(0) +BT (A��TF�)B)�BT (A��TF�)B:

It follows that K(t)! �BT (A��TF�)B as t!1. Observe that

 �(�) = jjQ(A ��TF�)jj2 + 2jj�B �Gjj2

= jj�(A+B(BT (A��TF�)B)BT )�T
� F jj2 + 2jj�B �Gjj2

=  (�;�BT (A��TF�)B):

Recall also that for exact system assignment we have showed that K =
BT (�F�T � A)B, Lemma 2.2. Thus, it is reasonable to consider solutions
�(t) of (4.13) along with continuously changing feedback gain

K(t) = BT (�(t)TF�(t)�A)B; (4.14)

as an approach to solving least squares system assignment problems. A
numerical scheme based on this approach is presented in [10].

18
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5 Least Squares Pole Placement and Simultaneous

System Assignment

Having developed the necessary tools it is a simple matter to derive gradient
ow solutions to Problem B and Problem C described in Section 2.

Corollary 5.1 Pole Placement Let (A;B) 2 S(n)�O(n;m) be a sym-

metric state space system and let F 2 S(n) be a given symmetric matrix.

De�ne

� : F(A;B)! R; (A;B) 7! jjA� F jj2;

� : O(n)� S(m)! R; (�;K) 7! jj�(A+BKBT )�T � F jj2;

then

a) The gradient of � and � with respect to the normal and the right

invariant group metric respectively are

grad�(A;B) =

�
�[A; [A;F ]] +BBT (A� F )BBT

[A;F ]B

�
; (5.1)

and

grad�(�;K) =

�
[�(A+BKBT )�T ; F ]�

BT (A+BKBT ��TF�)B

�
: (5.2)

b) The critical points of � and � are characterised by

[A;F ] = 0

BT (A� F )B = 0; (5.3)

and

[�(A+BKBT )�T ; F ] = 0

BT (�TF��A)B = K; (5.4)

respectively.

c) Solutions of the gradient ows ( _A; _B) = �grad�(A;B)

_A = [A; [A;F ]]�BBT (A� F )BBT

_B = �[A;F ]B
(5.5)

exist for all time t � 0 and remain in F(A;B). Moreover, any solu-

tion of (5.5) converges as t ! 1 to a connected set of matrix pairs

(A;B) 2 F(A;B) which satisfy (5.3) and lie in a single level set of

�.
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d) Solutions of the gradient ow ( _�; _K) = �grad�(�;K)

_� = �[�(A+BKBT )�T ; F ]�
_K = �BT (A+BKBT ��TF�)B

(5.6)

exist for all time t � 0 and remain in a bounded subset of O(n) �
S(m). Moreover, as t ! 1 any solution of (5.6) converges to a

connected subset of critical points in O(n)�S(m) which are contained

in a single level set of  .

e) If (�(t);K(t)) is a solution to (5.6) then

�
�(t)(A+BK(t)BT )�T (t);�T (t)B

�

is a solution of (5.5).

Proof: Consider the symmetric state space system (A;B) 2 S(n) �
O(n;m) and the matrix pair (F;G0) 2 S(n) � Rn�m where G0 is the
n �m zero matrix. Observe that 	(A;B) = �(A;B) + 2jjBjj2 and simi-
larly  (�;K) = �(�;K) + 2jjBjj2, 	 and  are given by (4.1) and (4.6)
respectively. Since the norm jjBjj2 is constant on F(A;B) the structure of
the above optimization problems is exactly that considered in Theorem 4.1
and Theorem 4.2. The results follow as direct corollaries.

Similar to the discussion at the end of Section 4 the pole placement
problem can be solved by a gradient ow evolving on the orthogonal group
O(n) alone.

Corollary 5.2 Let (A;B) 2 S(n) � O(n;m) be a symmetric state space

system and let F 2 S(n) be a symmetric matrix. De�ne

'� : O(n)! R

'� := jjQ(A ��TF�)jj2

where Q(X) = (I� P)(X) = X �BBTXBBT (4.11). Then,

a) The gradient of '� with respect to the right invariant group metric is

grad'�(�) = [�Q(A ��TF�)�T ; F ]�:

b) The critical points � 2 O(n) of '� are characterised by

[F;�Q(A ��TF�)�T ] = 0:

and correspond exactly to the orthogonal matrix component of the

critical points (5.4) of '.
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c) The negative gradient ow minimizing '� is

_� = [F;�Q(A ��TF�)�T ]�; �(0) = �0: (5.7)

Solutions to this ow exist for all time t � 0 and converge as t!1

to a connected set of critical points contained in a level set of '�.

Proof: Consider the matrix pair (F;G0) 2 S(n) � Rn�m where G0 is
the n �m zero matrix. It is easily veri�ed that  �(�) = '�(�) + 2jjBjj2

where  � is given by (4.12). The corollary follows as a direct consequence
of Theorem 4.3.

Simultaneous system assignment is known to be a hard problem which
generically does not have an exact solution. The best that can be hoped
for is an approximate solution provided by a suitable numerical technique.
The following discussion is a direct generalisation of the development given
in Section 4. The generalisation is similar to that employed by Chu in [4]
when considering the simultaneous reduction of real matrices.

For any integer N 2 N let (A1; B1); : : : ; (AN ; BN ) 2 S(n)�O(n;m) be
given symmetric state space systems. The output feedback orbit for the
multiple system case is

F((A1; B1); : : : ; (AN ; BN)) :=
f(�(A1 +B1KB

T
1 )�

T ;�B1); : : : ; (�(AN +BNKB
T
N )�

T ;�BN) j
� 2 O(n);K 2 S(m)g:

An analogous argument to Lemma 3.1 shows that F((A1; B1); : : : ; (AN ; BN ))
is a smooth manifold. Moreover, the tangent space is given by

T((A1;B1);:::;(AN ;BN ))F((A1; B1); : : : ; (AN ; BN ))
f([
; A1] +B1�B

T
1 ;
B1); : : : ; ([
; AN ] +BN�B

T
N ;
BN ) j


 2 Sk(n);� 2 S(m)g:

Indeed, F((A1; B1); : : : ; (AN ; BN )) is a Riemannian manifold when equipped
with the normal metric, de�ned analogously to the normal metric on F(A;B).

Corollary 5.3 For any integer N 2 N let (A1; B1); : : : ; (AN ; BN) and

(F1; G1), : : :, (FN ; GN ) be two sets of N symmetric state space systems.

De�ne

	N = F((A1; B1); : : : ; (AN ; BN))! R

	N ((A1; B1); : : : ; (AN ; BN )) :=

NX
i=1

�
jjAi � Fijj

2 + 2jjBi �Gijj
2
�
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and

 N = O(n) � S(m)! R

 N (�;K) :=

NX
i=1

�
jj�(Ai +BiKB

T
i )�

T
� Fijj

2 + 2jj�Bi �Gijj
2
�
:

Then,

a) The negative gradient ows of 	N and  N with respect to the normal

and the right invariant group metric are

_Ai = [Ai;

NX
j=1

�
[Aj ; Fj ] +BjG

T
j �GjB

T
j

�
]

�

NX
j=1

BiB
T
j (Aj � Fj)B

T
j Bi;

_Bi = �

NX
j=1

([Aj ; Fj ] +BjG
T
j �GjB

T
j )Bi; (5.8)

for i = 1; : : : N , and

_� =

NX
j=1

�
[Aj ; Fj ] +BjG

T
j �GjB

T
j

�
�

_K = �

NX
j=1

BT
j (Aj +BjKB

T
j ��Fj�

T )Bj ; (5.9)

respectively.

b) The critical points of 	N and  N are characterised by

NX
j=1

[Aj ; Fj ] =

NX
j=1

�
GjB

T
j �BjG

T
j

�

NX
j=1

BT
j (Aj � Fj)Bj = 0; (5.10)

and

NX
j=1

[�(Aj +BjKB
T
j )�

T ; Fj ] =

NX
j=1

�
�BjG

T
j �GjB

T
j �

T
�

K =

NX
j=1

BT
j (�Fj�

T
�Aj)Bj ;

(5.11)
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respectively.

c) Solutions of the gradient ow (5.8) exist for all time t � 0 and re-

main in F((A1; B1), : : : ; (AN ; BN)). Moreover, any solution of (5.8)

converges as t!1 to a connected set of matrix pairs ((A1; B1), : : :,
(AN ; BN )) 2 F((A1; B1), : : :, (AN ; BN )) which satisfy (5.10) and lie

in a single level set of 	N .

d) Solutions of the gradient ow (5.9) exist for all time t � 0 and remain

in a bounded subset of O(n)�S(m). Moreover, as t!1 any solution

of (5.9) converges to a connected stubset of critical points in O(n)�
S(m) which are contained in a single level set of  N .

e) If (�(t);K(t)) is a solution to (5.6) then

(Ai(t);Bi(t)) = (�(Ai +BiKB
T
i )�

T ;�Bi);

for i = 1; : : : ; N , is a solution of (5.8).

Proof: Observe that the potentials 	N and  N are linear sums of po-
tentials of the form 	 and  considered in Theorem 4.2 and Theorem 4.1.
The proof is then a simple generalisation of the arguments employed in the
proofs of these theorems.

6 Simulations

A number of simulations studies have been completed to investigate the
properties of the gradient ows presented and obtain general information
about the system assignment and pole placement problems. Indeed, com-
puting the gradient ows (4.4) and (5.1) has already improved our knowl-
edge of the problems since it was the non-convergence of our original simu-
lations that that lead us to further investigate conditions on the existence
of exact solutions to the pole placement and system assignment problems,
and eventually to lemmas 2.1 and 2.2.

To compute the limiting values of the ordinary di�erential equations
considered we used the MATLAB function ODE45. This function in-
tegrates ordinary di�erential equations using the Runge-Kutter-Fehlberg
method with an automatic step size selection. Numerical integration is
undertaken using fourth order approximations of the integrand while the
accuracy of each iteration over the step length is checked against a �fth
order approximation. At each step of the interpolation the step length is
reduced until the error between the fourth and �fth order approximation
of the integral is less than a pre-speci�ed constant E > 0. In the simula-
tions undertaken the error bound was set to E = 1� 10�7, this allowed for
reasonable accuracy without excessive computational cost.

23



R
.
M
A
H
O
N
Y
A
N
D
U
.
H
E
L
M
K
E

T
im

e

Potential Ψ

F
ig
u
re

1
:
P
lo
t
o
f
(	

(A
(t);B

(t)))
v
erses

t
fo
r
(A

(t);B
(t))

a
ty
p
ica

l
so
lu
tio

n
to

(4
.4
).

D
u
e
to

L
em

m
a
2
.1
w
e
d
o
n
o
t
ex
p
ect

to
see

co
n
v
erg

en
ce
o
f
th
e
so
lu
tio

n
o
f

(4
.4
)
to

a
n
ex
a
ct

so
lu
tio

n
o
f
th
e
S
y
stem

A
ssig

n
m
en
t
p
ro
b
lem

fo
r
a
rb
itra

ry
in
itia

l
co
n
d
itio

n
.
T
h
e
ty
p
ica

l
b
eh
a
v
io
u
r
o
f
so
lu
tio

n
s
to

(4
.4
)
is
sh
o
w
n
in

F
ig
u
re

1
,
w
h
ere

th
e
p
o
ten

tia
l,
(	

(A
(t);B

(t))),
fo
r
(A

(t);B
(t))

a
so
lu
tio

n
to

(4
.4
),
is
p
lo
tted

v
erses

tim
e.

T
h
e
p
o
ten

tia
l
is
p
lo
tted

o
n
lo
g
1
0
sca

led
a
x
is
fo
r
a
ll
th
e
p
lo
ts
p
resen

ted
to

d
isp

la
y
th
e
lin
ea
r
co
n
v
erg

en
ce

o
f
F
ig
u
res

2
a
n
d
3
b
etter.

T
h
e
in
itia

l
co
n
d
itio

n
s
(A

0 ;B
0 )
2
S
(5
)
�
O
(5
;4
)
a
n
d
th
e

ta
rg
et

sy
stem

(F
;G

)
2
S
(5
)
�
O
(5
;4
)
a
re

ra
n
d
o
m
ly

g
en
era

ted
a
p
a
rt

fro
m

sy
m
m
etry

a
n
d
o
rth

o
g
o
n
a
lity

req
u
irem

en
ts.

T
h
e
sta

te
d
im
en
sio

n
,
n
=

5
,

a
n
d
th
e
in
p
u
t
a
n
d
o
u
tp
u
t
d
im
en
sio

n
,
m

=
4
,
a
re
a
rb
itra

rily
ch
o
sen

.
S
im
ila
r

b
eh
av
io
u
r
is

o
b
ta
in
ed

fo
r
a
ll
sim

u
la
tio

n
s
fo
r
a
n
y
ch
o
ice

o
f
n
a
n
d
m

fo
r

w
h
ich

m
<

n
.

In
F
ig
u
re

1
,
o
b
serv

e
th
a
t
th
e
p
o
ten

tia
l
co
n
v
erg

es
to

a
n
o
n
-zero

co
n
sta

n
t
lim

t
!
1
	
(A

(t);B
(t))

=
9
:3
.
F
o
r
th
e
lim

itin
g
va
lu
e
o
f

th
e
so
lu
tio

n
to

b
e
a
n
ex
a
ct

so
lu
tio

n
to

th
e
sy
stem

a
ssig

n
m
en
t
p
ro
b
lem

w
e

w
o
u
ld

req
u
ire

lim
t
!
1
	
(A

(t);B
(t))

=
0
.

In
co
n
tra

st,
L
em

m
a
2
.2
en
su
res

o
n
ly
th
a
t
th
e
p
o
le
p
la
cem

en
t
ta
sk

is
n
o
t

so
lva

b
le
o
n
so
m
e
o
p
en

set
o
f
sy
m
m
etric

sta
te
sp
a
ce

sy
stem

s
b
u
t
leav

es
o
p
en

th
e
q
u
estio

n
o
f
w
h
eth

er
o
th
er
o
p
en

sets
o
f
sy
stem

s
ex
ists

fo
r
w
h
ich

th
e
p
o
le

p
la
cem

en
t
p
ro
b
lem

is
so
lva

b
le.

S
im
u
la
tio

n
s
sh
ow

th
a
t
th
e
p
o
le
p
la
cem

en
t

p
ro
b
lem

is
in
d
eed

so
lva

b
le

fo
r
so
m
e
o
p
en

sets
o
f
sy
m
m
etric

sta
te

sp
a
ce

sy
stem

s.
F
ig
u
re

2
sh
ow

s
a
p
lo
t
o
f
th
e
p
o
ten

tia
l
�
(A

(t);B
(t))

(cf.
C
o
ro
lla
ry

5
.1
)
v
erses

tim
e
fo
r
(A

(t);B
(t))

a
so
lu
tio

n
to

(5
.5
).

T
h
e
in
itia

l
co
n
d
itio

n
s

a
n
d
ta
rg
et
m
a
trix

h
ere

a
re
th
e
in
itia

l
co
n
d
itio

n
s
(A

0 ;B
0 )
a
n
d
th
e
sta

te
m
a
-

trix
F
,
fro

m
(F
;G

),
u
sed

to
g
en
era

te
F
ig
u
re

1
.
T
h
e
p
lo
t
clea

rly
sh
ow

s
th
a
t

th
e
p
o
ten

tia
l
co
n
v
erg

es
ex
p
o
n
en
tia

lly
(lin

ea
rly

in
th
e
lo
g
1
0
sca

led
v
erses

u
n
sca

led
)
to

zero
.
C
o
n
seq

u
en
tly,

th
e
so
lu
tio

n
(A

(t);B
(t))

co
n
v
erg

es
to

a
n

2
4



POLE PLACEMENT FOR SYMMETRIC REALISATIONS

Simulation �(A(40); B(40))

1 2:63� 10�10

2 2:09� 10�9

3 5:65� 10�9

5 3:35� 10�10

6 3:16� 10�11

7 1:62� 10�11

8 1:05� 10�10

9 3:68� 10�10

10 1:20� 10�8

11 2:72� 10�8

Table 1: Potentials �(Ai(40); Bi(40)) for experiments i = 1; : : : ; 10 where
Ai(t); Bi(t)) is a solution to (4.4) with initial conditions (Ai(0); Bi(0)) =
(A0 + Ni; UiB0) 2 S(n) � O(n;m). Here Ni = NT

i is a randomly gener-
ated symmetric matrix with jjNijj � 0:25 and Ui 2 O(n) is an randomly
generated orthogonal matrix with jjUi � Injj � 0:25.

exact solution the pole placement problem, limt!1A(t) = F . Comparing
Figures 1 and 2 and recalling that they were generated using the same
initial conditions, we have explicit evidence that the system assignment
problem is strictly more di�cult than the pole placement problem.

Next we may ask does the particular initial condition (A0; B0) lie in an
open set of initial conditions for which the pole placement problem can be
exactly solved. A series of ten simulations was completed, integrating (5.5)
for initial conditions (Ai; Bi) close to (A0; B0), jjA0�Aijj+jjB0�Bijj � 0:5.
Each integration was carried out over a time interval of forty seconds and
the �nal potential �(A(40); B(40)) for each simulation is given in table 6.
The plot of log(�) verses time for each simulation was qualitatively equiv-
alent to Figure 2. It is our conclusion from this that the pole placement
problem could be exactly solved for all initial conditions in a neighbourhood
of A0; B0).

Remark 6.1 It may appear reasonable that the pole placement problem
could be solved for any initial condition with initial state matrix A0 close
to the desired structure F . Indeed one would expect that the potential
of a solution to (5.5) equipped with such initial conditions would converge
exponentially fast to zero. In fact simulations have shown this to be false.

Let C 2 O(n; n�m) be a matrix orthogonal to B, (i.e. tr(BTC) = 0).
Observe that a solution to the pole placement problem requires �TF��
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POLE PLACEMENT FOR SYMMETRIC REALISATIONS

Simulation � �� ��=�

1 2.05 53 25.85

2 1.73 43.5 25.14

3 2.03 27.75 13.66

4 0.52 20 38.46

5 1.6 44 27.5

Table 2: Linear rate of convergence for the solution of (5.5), given by �,
and (5.7) given by ��. The �nal column shows the ratio between the rates
of convergence for the two di�erential equations.

initial conditions for this simulation were �0 = In while the speci�ed sym-
metric state space system used for computing the norm '� was (A0; B0)
the initial conditions for Figures 1 and 2. Observe that from time t = 1:2 to
t = 2, Figure 3 displays unexpected behaviour which we have interpreted
to be numerical error. The presence of this error is not surprising since the
potential (and consequently the gradient) is of order E2, where E is the
error bound chosen for the ODE45 routine in MATLAB. The relationship
of presence of numerical error to order of the potential being approximately
E2 has been double checked by adjusting the error bound E for a number
of early simulations.

The exponential (linear) convergence rates of the solution to (5.7) and
the solution to (5.5) are computed by reading o� the slope of the linear sec-
tion of plots 2 and 3. For the example shown in Figures 2 and 3 convergence
of the solutions is characterised by

�(A(t); B(t)) = e��t; � � 2:05

'�(�(t)) = e��
�t; �� � 53

where (A(t); B(t)) is a solution to (5.5) and �(t) is a solution to (5.7).
Five separate experiments were completed in which the two ows were
computed for randomly generated target matrices and initial conditions
with n = 5 and m = 4. The linear convergence rates computed from
these �ve experiments are given in Table 6. We deduce that solutions of
(5.7) converge around twenty times faster than solutions to (5.5) when the
systems considered have �ve states and four inputs and outputs. A brief
study of the behaviour of systems with other numbers of states and inputs
indicate that the ratio between convergence rates is of order ten or higher.

In the system assignment problem Lemma 2.1 ensures that an exact
solution to the system assignment problem does not generically exist. The
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7 Conclusion

In this paper we have considered the problems of system assignment (Prob-
lem A) and pole placement (Problem B) on the set of symmetric linear state
space systems. The pole placement problem has been extensively studied
for general linear systems (cf. the survey [3] and [13]), however, little has
been done for classes of structured linear systems. A major contribution of
this paper is the observation that the additional structure inherent in sym-
metric linear systems forces the solution to the \classical" pole placement
question to be considerably di�erent to that expected based on intuition
obtained for the general linear case. In particular, generic pole placement
can not be achieved unless the system considered has as many inputs (and
outputs) as states.

To compute feedback gains which assign poles as close as possible to
desired poles (in a least squares sense) we propose a number of ordinary
di�erential equations. By computing the limiting solution to these equa-
tions for arbitrary initial conditions an estimate of the best feedback gain is
obtained. A careful study of the properties of the solutions of the gradient
ows proposed also provides considerable knowledge of the pole placement
problem itself.

Computational methods for determining pole placement feedback gains
based on the di�erential equations proposed in above are discussed in [10].
The methods developed in [10] are based on computing solutions to (5.7)
(which appears to converge around twenty times faster than (5.6), cf. Sec-
tion 6). An additional advantage is such an approach is that the algorithms
developed inherit the numerical stability of the gradient ows. This is im-
portant since the pole placement task is an inverse eigenvalue problem and
such problems tend to be ill conditioned for classical numerical algorithms.

We intend to continue studying the applications of similar techniques
to understanding issues in linear systems theory. In particular, we believe
that analogous techniques to those developed in this paper will be useful
for studying other classes of structured linear systems.
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