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Abstract

In this paper we consider a generalization of the theory of split-
ting subspaces used for the construction of state space realizations

of stationary time series. The usual construction provides forward
or backward realizations corresponding to stable or antistable spec-
tral factors. We study spectral factors without speci�cation on the

pole (or zero) structure and show that the usual geometric approach
(using splitting subspaces) can be extended to this more general set-
ting. Also we prove that the zero structure of a spectral factor is

determined by the intersections of its natural state space and the
past/future of the observation process, which is well-known in the
stable or antistable case, and the pole structure is determined by the

intersections of its state space and the past/future of the generating
noise process.
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zero structure
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1 Introduction

Suppose that y(k); k 2 Z is a p-dimensional, real, stationary stochas-
tic process with zero mean and with spectral density �. (Assume that
log(det�) 2 L1, so the spectral factorization problem can be solved.) In
this paper we consider realizations of this process. It is well-known that
there are several approaches and methods of analysing them. Namely, this
problem is connected with spectral factorization problems; it can be solved
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using geometric, Hilbert space methods and in the rational case, the state
space method can be applied, often leading to �nite dimensional linear al-
gebraic problems. The usual constructions provide forward and backward
realizations corresponding to stable and antistable spectral factors. In this
paper we study spectral factors without speci�cations on the pole (or zero)
structure. This work is a continuation of the research of Picci and Pinzoni
[18], Ferrante et al. [10], Ferrante [8], [9]. These papers deal with the
continuous time case; in the present paper we analyse discrete time sys-
tems. Picci and Pinzoni [18] extended the positive real lemma to systems
with poles outside the imaginary axis and gave a parametrization of all
minimal spectral factors with a given pole and zero structure via the solu-
tions of two ARE. Ferrante, Michaletzky and Pavon [10] gave a parametric
description of all minimal square spectral factors in the case when � is a
coercive rational function, showing that { under a mild condition { there
is a one-to-one correspondence between minimal (acausal) square spectral
factors and the left inner divisors of an inner function depending only on
the spectrum. This also leads to a characterization via the solutions of
a larger dimensional ARE. The above-mentioned condition assumes that
the set of poles and the set of zeros of the stable, minimum phase spectral
factor, i.e. the forward innovation realization, are disjoint. (Denote this
spectral factor by W�. Similarly, let W+; �W�; �W+ denote the stable, max-
imum phase; antistable, minimum phase and antistable, maximum phase
spectral factors, respectively.) Ferrante [9] proved that in the rational case
this {unmixing type { condition is also necessary. Ferrante [8] analyses the
nonrational case. He proved that if � is coercive and the scalar inner func-
tions det(W�1

� W+), det( �W
�1
+

W+) are coprime then a similar characteriza-
tion can be given { there is a one-to-one correspondence between minimal
(acausal) square spectral factors and the left inner divisors of �W�1

� W+. At
the MTNS'93 Conference, we also learned that P. Furhmann analysed this
problem via the factorizations of the phase function �W�1

+
W�.

In Section 2, we show that the usual geometric approach { using split-
ting subspaces { can be extended to this more general setting. In this way
we show that the parallel structure of spectral factors and splitting sub-
spaces remains true even in the acausal case, i.e. there is a natural way
to de�ne state spaces corresponding to acausal spectral factors, too. It is
important to notice that we get the same splitting subspaces X as in the
earlier approaches; the pole structure is re
ected in the decomposition

X = [X \H�(w)] � [X \H+(w)];

where w is the driving noise process. Since in this section we are using
Hilbert space methods, the only assumption we need is the �nite multiplic-
ity property.

In Section 3 we consider the rational case and we compute the various
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matrices in the state space realizations, or, in other words, we analyse
the so-called weak realizations. The theory of weak realizations has vast
literature in the stable (antistable) case. We do not want to adapt all the
methods or transform all the problems to the acausal case analysed in this
paper just to give a brief insight into the similarities between the stable,
antistable and instable case. So we compute the system matrices, and we
analyse the Ljapunov equation. In this case the state transition matrix
is not necessarily stable, so the solution of the Ljapunov equation is not
necessarily positive de�nite. (Of course, in this case the solution is not the
covariance matrix of the state vector.) On the other hand, we show that {
similarly to the case considered by Faurre et al. [7] { there exists a smallest
and a largest element in the set of solutions.

In Section 4 we analyse the zeros of acausal spectral factors. Since
we would like to investigate the zero directions or more generally the zero
structure, too, instead of working with the Smith{McMillan forms and
de�ning the zeros of the system as the zeros of the numerator polynomials in
the Smith{McMillan form, we use the concept of zero functions elaborated
in the book of Ball et al. [3], and we show that this concept is also connected
with the Rosenbrock matrix of the system. We also demonstrate that the
zeros and zero directions describe a special connection between the state
vector process x(k) and the output process y(k). Especially, we prove that
the zeros are determined by the splitting subspace X . In other words,
all the spectral factors sharing the same state space have the same zero
structure.

In Section 5 we return to the general { nonrational { case. Using Hilbert
space methods we present another proof for the theorem given by Ferrante
[8] about the characterization of acausal spectral factors in terms of left
inner divisors of �W�1

� W+. Also we show that if W�1
� W+ and �W�1

+
W+ are

strongly left coprime, then the condition given by Ferrante turns out to be
necessary and su�cient.

2 Splitting Geometry { Acausal Spectral Factors

Let us introduce the following usual notations.
If � 2 L2;A is a closed subspace of L2, then E

A� denotes the orthogonal
projection of � onto A . If A;B are closed subspaces of L2, then EAB
denotes the closed subspace generated by the vectors of the form EA�; � 2
B.

If z(k); k 2 Z, is a q-dimensional wide sense stationary process with
zero mean then denote

H�(z) =< zi(k); i = 1; : : : ; q; k � �1 >;
H+(z) =< zi(k); i = 1; : : : ; q; k � 0 >;

(2.1)
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where < � > means the generated closed subspace in L2.
Shortly H� = H�(y); H+ = H+(y). As an exception, in the case of

the n{dimensional state process x let

X� =< xi(k); i = 1; : : : ; n; k � 0 >;
X+ =< xi(k); i = 1; : : : ; n; k � 0 >;
X =< xi(0); i = 1; : : : > :

(2.2)

Denote X� = EH�

H+; X+ = EH+

H�; N� = H� \ (H+)?; N+ =
H+ \ (H�)?; Z+ = (N+)? 	H�.

The Markov property of the process x can be stated as X� and X+ are
conditionally orthogonal with respect to X , i.e. X�?X+jX . On the other
hand X is the state space of a realization of y; consequently,

H� _X�?H+ _X+jX:

Shortly, X is a Markovian splitting subspace (see [13], [14]).
Before going into the details, we motivate our construction via pointing

out some important properties in the structure of state spaces, splitting
subspaces, in the stable, antistable case. Assume now that � is a rational
function and let W (z) = D+C (zI �A)

�1
B be a spectral factor of �, i.e.

W (z)W (z�1)
0

= �(z); (2.3)

then (possibly extending the basic probability space) we can de�ne a real-
ization of the process y as

(�)

�
x(k + 1) = Ax(k) +Bw(k)
y(k) = Cx(k) +Dw(k)

(2.4)

where w(k); k 2 Z, is a normalized, uncorrelated sequence.
(In the sequel of the paper we shall call this case the rational case,

referring to the fact that in this case � is a rational function, or as the

�nite dimensional case, since there exists a �nite dimensional realization of
the process y.)

Let us observe that:

� if A is a stable matrix (all its eigenvalues are inside the complex unit
circle), then

w(k); w(k + 1); : : : are orthogonal to x(k); x(k + 1); : : : ; (2.5)

� if A is an antistable matrix (all its eigenvalues are outside of the
closed unit circle), then

w(k); w(k� 1); : : : are orthogonal to x(k+1); x(k+2); : : : ; (2.6)
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� and, in general, if A =

�
A1 0
0 A2

�
, where A1 is stable, A2 is anti-

stable, then x can be separated as x =

�
x1
x2

�
and the orthogonality

properties (2.5) and (2.6) hold separately for x1 { (2.5), and x2 {
(2.6).

Straightforward computation gives that x(k); k 2 Z; is always a Marko-
vian process in L2{sense. Moreover, the future and the past of the process
y are conditionally orthogonal with respect to the present of x.

So in the rational case for any spectral factor we can de�ne a Marko-
vian splitting subspace, and the pole structure is re
ected in the orthog-
onality properties (2.5) and (2.6) or, in other words, in the connection
between the state space X and the spaces generated by the noise process
H�(w); H+(w). Namely, if we are given a stable spectral factor, then

X � H�(w); moreover X = EH�
(w)H+ (if X is minimal) (2.7)

in case of an antistable spectral factor

X � H+(w); and X = EH+
(w)H� (if X is minimal): (2.8)

In the general case X \H�(w) 6= 0 and X \H+(w) 6= 0. The combination
of (2.7) and (2.8) gives the idea how to de�ne the state space in the general
case.

From geometry to spectral factors:

Suppose that H is a closed subspace of L2, containing H� and H+.
Assume that the shift operator can be extended to H , denote this extension
by U . Also assume that A; B are closed subspaces of H and H = A�B .

Theorem 2.1 De�ne

Xs = EAH+; Xu = EBH�; X = Xs �Xu: (2.9)

Then

(i) X is a splitting subspace, i.e. H�?H+jX ,

(ii) if U�1A � A; UB � B, then X is a Markovian splitting subspace,

(iii) if \ U�jA = 0 , and \ UjB = 0; and also H has the �nite multiplicity

property, then there exists an uncorrelated sequence w(k); k 2 Z, and
a spectral factor W (z) such that A = H�(w);B = H+(w) and y(k) =
W (z)w(k).
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Proof:

(i) If �; � 2 H , then

E[(� �EX�)(� �EX�)] = E[(� �EXs�)(� �EXu�)] (2.10)

because X = Xs �Xu, and

E[(� �EXs�)EXs�)] = 0 ;

E[(� �EXu�)EXu�)] = 0 ;

E[EXu�EXs�)] = 0 :

Now if � 2 H+; � 2 H�, then (� �EXs�) 2 B and (� �EXu�) 2 A, so
they are orthogonal.

(ii) The main identity we are going to rely on is (2.10). Assume that
i; j � 0.

If � 2 Xs; � 2 Xu, then U
�i��EXs(U�i�) 2 A and Uj��EXuUj� 2 B,

so they are orthogonal.
If � 2 Xu; � 2 Xs, then U

�i�?U�i(B 	Xu) � (B 	Xu), thus

EXu(U�i�) = EB(U�i�) ; so U�i� �EXu(U�i�) 2 A :

Similarly, Uj� �EXs(Uj�) 2 B; consequently, they are orthogonal.
If �; � 2 Xs, then we can assume that � = EA� , where � 2 H+, since

the vectors of this type form a dense subset of Xs. In this case

E[(U�i� �EX(U�i�))(Uj� �EX(Uj�))]
= E[(U�i� �EXs(U�i�))(Uj� �EXu(Uj�))]
= E[(U�i� �EXs(U�i�))Uj�] = E[(U�i� �EXs(U�i�))Uj�] = 0;

because U�i� �EXs(U�i�) 2 (A	Xs)?H
+, and Uj� 2 H+.

If � 2 Xs; � 2 H+, then

E[(U�i� �EXs(U�i�))(� �EXu�)] = E[(U�i� �EXs(U�i�))�] = 0:

The remaining cases can be proved similarly. Thus X is a splitting
subspace for H� _ X� and H+ _ X+, i.e., X is a Markovian splitting
subspace.

(iii) The usual Halmos's type wandering subspace technique proves the
existence of the uncorrelated sequence w(k), for which A = H�(w);B =
H+(w): (Let us mention that in the most general case w is not necessarily
�nite dimensional. But, if H has the �nite multiplicity property, then w is
a �nite dimensional vector process.) The equation y(k) = W (z)w(k) is a
direct consequence of the fact that every element in H can be expressed as
an in�nite linear combination of the elements in the sequence w(k); k 2 Z,
with coe�cients in l2. 2
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Remark: Observe that Xu is invariant under EXU ; also Xs is invariant
under EXU�1. Consequently, they are Markovian subspaces of X . Also
Xu is invariant under EBU�1, Xs is invariant under E

AU .

From spectral factors to state spaces:

IfW is a spectral factor of �, then there exists an uncorrelated sequence
w(k); k 2 Z; such that

y(k) =W (z)w(k) (2.11)

(possibly extending the basic probability space). De�ne

Xs = EH�
(w)H+; Xu = EH+

(w)H�;
X = Xs �Xu:

(2.12)

Proposition 2.1 X is a Markovian splitting subspace, i.e.

H� _X�?H+ _X+jX: (2.13)

Proof: This is a direct consequence of Theorem 2.1 (ii), because H�(w),
H+(w) are invariant under the corresponding shift operators. 2

De�nition 2.1 The spectral factor W is minimal, if the corresponding

state space X de�ned in (2.12) is a minimal Markovian splitting subspace.

Remark: In the rational case this concept of minimality coincides with
the minimality of the dimension of the state space.

Lemma (5.1) shows that in the nonrational case this de�nition agrees
with the de�nition of minimality given by A. Ferrante ([8]). In case of
stable/antistable spectral factors, this de�nition gives back the de�nition
of minimal spectral factors used in [14], p. 274.

Remark: Note that W (z) is stable if and only if H� � A; in other words,
X � A, and W (z) is antistable if and only if H+ � B, i.e. X � B.

In the classical theory [13], [14] a Markovian splitting subspace X is al-
ways connected with two perpendicularly intersecting subspaces S; �S, such
that

X = S \ �S; H� � S; H+ � �S; U�1S � S; U �S � �S: (2.14)

Shortly, X � (S; �S):
In our construction a decomposition H = A � B lead us to the same

Markovian splitting subspaces. What is the connection between these con-
structions?

7



Gy. MICHALETZKY AND A. FERRANTE

Lemma 2.1 (i) Assume that H = A�B, and U�1A � A;UB � B. De�ne

S = A�Xu; �S = B �Xs. Then X � (S; �S):
(ii) Assume that X � (S; �S) is a Markovian splitting subspace. Let Xu

be an EXU -invariant subspace of X. Set

Xs = X 	Xu;A = (S 	X)�Xs;B = ( �S 	X)�Xu:

Then

U�1A � A; UB � B;A�B = H and Xu = EBH�; Xs = EAH+:

Proof:

(i) Because of U�1A � A, and EBU�1Xu � Xu we obtain that U
�1S �

S. Similarly, U �S � �S.
Since H�?B 	Xu, we get that H

� � S. In the same way H+ � �S.
Obviously X = S \ �S, S? �SjX . Since Theorem 2.1 (ii) gives that X is

a Markovian splitting subspace, we have that X � (S; �S):
(ii) It is immediate that EAH+ = Xs, and E

BH� = Xu. Also UB � B,
because U( �S 	X) � �S 	X , and UXu ? [(S 	X) _Xs]; thus, UXu � B.
Similarly, U�1A � A. 2

Minimality:

Since even in the acausal case we are considering the same Markovian
splitting subspaces there is no need for changing the de�nition of minimal-
ity of splitting subspaces. But how can we reduce the state space in the
nonminimal case keeping the pole structure?

Reduction:

We de�ne a subspace X0 � X , which is a Markovian splitting subspace
and minimal, i.e. X0 \ (H+)? = X0 \ (H�)? = ;. It is very natural to
de�ne it as a result of two projections

X0 = EX1H�; X1 = EXH+;

or
X0 = EX2H+; X2 = EXH�:

We will show that this construction gives a solution of our problem. Be-
cause of symmetry we shall analyse the result of a single projection.

Elimination of the unobservable part:

Theorem 2.2 Set X
0

= EXH+; X
0

u = Xu \X
0

; X
0

s = EX
0

Xs: Then

(i) X
0

is a Markovian splitting subspace,
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(ii) X
0

u is EXU-invariant, Xu

0

� Xu,

(iii) EX
0

sUjX0

s

is a quasia�ne transform of EXsUjXs

.

Proof: (Observe that X
0

= EX
0

Xs � (X
0

\ X?
s ) = X

0

u � X
0

s.) De�ne
B
0

= X
0

u � (B	Xu);A
0

= H 	B
0

= (A	Xs)� (X \ (H+)?)�X
0

s. Then

EB
0

H� = EX
0

uH� = EX
0

uEXuH� = Xu
0 ;

EA
0

H+ = EX
0

sH+ = EX
0

sEX
0

H+ = Xs
0 :

Invariance properties:

EXU�1(X \H+?) =

= EX_H+

U�1(X \H+?) � EX_H+

(U�1X \H+?) � X \H+?:

But X
0

= X 	 (X \ H+?), so it is invariant under the adjoint map, i.e.
EXUX

0

� X
0

. This implies also that EXUX
0

u � X
0

u.
On the other hand, B

0

	Xu
0 = B	Xu is U {invariant, so we get that

UB
0

� B
0

. Using that A
0

= H 	B
0

, we get that U�1A
0

� A
0

.
Invoking Theorem 2.1 (i) and (ii), we obtain that X

0

u is a Markovian
splitting subspace.

Concerning (iii), the operator EXs

jX
0

s

is an injection with dense range

and
EXs(EXs

0

UjX0

s

) = (EXsU)EXs

jX
0

s

;

so EXs

0

UjX0

s

is a quasia�ne transform of EXsUjXs

. 2

Remark: Theorem 4 in [17] implies that if A 	 Xs and B 	 Xu are in-
variant subspaces of full range of A and B, respectively, then EXs

0

UjX0

s

is quasisimilar to EXsUjXs

. This full range property can be expressed in
terms of the spectral factor Wa corresponding to (A;B). Namely, it means
thatWa(z) andWa(z

�1) are strictly noncyclic (cf. Fuhrmann [11], p. 253.)
If X is �nite dimensional, then EXs jX

0

s has a bounded inverse; thus the
operators EXs

0

UjX0

s

and EXsUjXs

are similar.
In terms of poles, the previous proposition means that via this reduction

we do not get new poles, moreover we have the same stable poles, but
possibly there is a reduction in the antistable poles.

As we have mentioned earlier the unreconstructable part can be elimi-
nated in a similar way.

Proposition 2.2 If X is a minimal (Markovian) splitting subspace, then

N� � A;N+ � B (2.15)

where N� = H� \ (H+)?; N+ = H+ \ (H�)?.
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Proof: If X is minimal, then X ? (N+ �N�). Thus, if � 2 N� � H�,
then EB� 2 Xu � X . Consequently � ? EB�, so EB� = 0, i.e. N�? B.
This implies that N� � A.

The other inclusion can be proved similarly. 2

Lemma 2.1 shows, that if X � (S; �S) is a proper Markovian splitting
subspace, then any EXU{invariant subspace of X generates a { in general
acausal { spectral factor. What is the pole structure of this spectral factor?
What is the connection between the pole structures of di�erent spectral
factors? If Wa is an acausal spectral factor connected with the state space
X and X

0

is another Markovian splitting subspace, then is it possible to
construct another spectral factor with the same pole structure as W the
state space of which is X

0

? The next proposition compares the invariant
subspaces of the di�erent state spaces. It gives a geometric description of
the spectral factors with the same pole structure. (Compare this with the
similar result in ([18]), which describes these in an algebraic form.)

In the next section we shall answer the previous questions in the �nite
dimensional case. In Section 5 we return again to the in�nite dimensional
case.

Proposition 2.3 Assume that X1 � (S1; �S1); X2 � (S2; �S2) are minimal

Markovian splitting subspaces, and either S1 � S2 or �S2 � �S1. Suppose

that Xu2 � X2 is an EX2U-invariant subspace. Then

Xu1 = EX1Xu2 is E
X1U � invariant: (2.16)

De�ne Xs2 = X2 	Xu2; Xs1 = X1 	Xu1. Then

Xs2 = EX2Xs1: (2.17)

Proof: First consider the case when S1 � S2. Then EX1Xu2 = ES1Xu2.
Consequently EX1UXu1 = EX1U(EX1Xu2) = EX1UXu2 = EX1ES2UXu2

� EX1Xu2 = Xu1 , which proves (2.16).
The equation (2.17) is immediate form the decomposition

X2 = EX2Xs1 � (X2 \ (Xs1)
?) ;

observing that X2 \ (Xs1)
? = Xu2. (We have used that X2 \ (X1)

? = 0 ).
Similar proof can be applied in the case when �S2 � �S1. 2

Remark: Observe that EX2UjXu2
is a quasia�ne transform of EX1UjXu1

since
EX1(EX2UjXu2

) = (EX1UjXu1
)EX1 : (2.18)

Similarly, EX1U�1
jXs1

is a quasia�ne transform of EX2U�1
jXs2

.
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As in Theorem 2.2 if the invariant subspaces are of full range then the
operators are quasisimilar, and in the rational case { the minimal state
spaces are �nite dimensional { the quasisimilarity can be changed to simi-
larity.

Corollary 2.1 There is a one-to-one correspondence between the EXU{

invariant subspaces of X and the EX+U{invariant subspaces of X+. Sim-

ilarly, there is a one-to-one correspondence between the EXU�1{invariant

subspaces of X and the EX�U�1{invariant subspaces of X�.

Proof: Since X+ � ((N+)?; H+); X� � (H�; (N�)?) we can apply the
previous proposition using that if X � (S; �S), then H� � S and H+ � �S.
2

3 Equations in the Finite Dimensional Case

Assume that � is a rational function. Consider a minimal Markovian
splitting subspace X together with a forward and a backward realization:

(�)

�
x(k + 1) = Ax(k) +Bw(k)
y(k) = Cx(k) +Dw(k)

(3.1)

(��)

�
�x(k) = A

0

�x(k + 1) + �B �w(k)
y(k) = �C�x(k + 1) + �D �w(k)

(3.2)

where �x(k) = P�1x(k), is the covariance matrix of x(k).
We would like to construct acausal spectral factors with the state space

X . In view of Lemma 2.1, we have to consider an EXU{invariant subspace
of X . So without loss of generality, we can assume that

A =

�
A1 A12

0 A2

�
: (3.3)

Partition the covariance matrix P according to this, i.e. P =

�
P1 P12
P21 P2

�
and de�ne

xa(k) =

�
xa1(k)
xa2(k)

�
=

�
x1(k)� P12P2

�1x2(k)

P2
�1x2(k)

�
: (3.4)

(Denote by X1(k) and X2(k) the subspaces generated by the coordinates
of xa1(k) and xa2(k), respectively.) Then straightforward calculation gives
that

� the projection of xa1(k + 1) onto X1(k) is A1xa1(k);

11
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� the projection of xa2(k) onto X2(k + 1) is A2
0xa2(k + 1);

� and the projection of y(k) ontoX1(k)_X2(k) is C1xa1(k)+ �C2xa2(k+
1) :

Moreover, computing directly the cross-covariances, it can be proved that
the sequence 2

4 xa1(k + 1)�A1xa1(k)
xa2(k)�A2

0xa2(k + 1)
y(k)� C1xa1(k)� �C2xa2(k + 1)

3
5

is an uncorrelated, although not necessarily normalized sequence. Normal-
izing it, we can write that

(�a)

8<
:

xa1(k + 1) = A1xa1(k) + � wa(k)

xa2(k) = A
0

2
xa2(k + 1) + � wa(k)

y(k) = C1xa1(k) + �C2xa2(k + 1) + � wa(k)

(3.5)

where wa(k); k 2 Z; is a normalized, uncorrelated sequence. Then xa1, and
xa2 are obviously Markovian processes. The poles of the corresponding
spectral factorWa are given by the eigenvalues of A1 { stable poles, and the
reciprocals of the eigenvalues of A

0

2
{ antistable poles (de�ning 1=0 = 1;

so possibly producing a pole at in�nity).
If A is nonsingular, then equation (3.5) can be written in the form of a

forward realization as

(�a)

8>>><
>>>:

xa(k + 1) =

�
A1 0

0 (A
0

2
)�1

�
xa(k) +Bawa(k)

y(k) =
h
C1; �C2(A

0

2
)�1

i
xa(k) +Dawa(k)

(3.6)

Denote Aa =

�
A1 0

0 (A
0

2
)�1

�
; Ca =

h
C1; �C2(A

0

2
)�1

i
.

Remark: Observe that X \H�(wa) = Xs and X \H+(wa) = Xu, so the
pole structure of Wa is determined by the intersections of the state space
X and the past/future of the noise process wa.

Proposition 2.3 and Corollary 2.1 give the possibility of choosing the
coordinate system in each minimal Markovian splitting subspace in such a
way that the same Aa matrix describe the state transition matrix. Namely,
if X is a minimal Markovian splitting subspace, and Xu+ is an EX+U{
invariant subspace of X+ , then Xu = EXXu+; Xu� = EX�Xu+ are in-
variant under the corresponding compressed shift operators. Let Xs� =
X�	Xu�; Xs = X	Xu as usual. Choosing coordinate vectors in Xu+ and
Xs� and projecting them to X gives the uniform choice of bases, because
the corresponding compressed shift operators are similar.

12
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Time reversing:

In the classical theory [14], [19] each state space is associated with
two spectral factors (stable and antistable), the poles of which are mirror

images of each other. Dealing with acausal spectral factors we may try
to construct another spectral factor with poles 
ipped with respect to the
unit circle. In other words a spectral factor for which the state transition
matrix in the forward state equation of (3.5) is A2, in the backward one is
A
0

1
, and in the observation equation C2; �C1 stand in place of C1; �C2. This

can be clearly achieved if there exists another EXU -invariant subspace
�Xu of X , which is complementary to Xu, or in other words if A is similar

to

�
A1 0
0 A2

�
: In the sequel we shall refer to this situation, as the case

when there exists a reversed system.

Lemma 3.1 Assume that A is nonsingular. There exists a reversed system

of �a if and only if there exists a symmetric solution of the Ljapunov

equation

Pa �AaPaA
0

a = BaB
0

a : (3.7)

Proof: Denote

~P =

�
P1 � P12P

�1
2

P21 P12P
�1
2

P�1
2

P21 �P�1
2

�
: (3.8)

From equation (3.6) direct computation gives that

~P �

�
A1 0

0 (A2)
0�1

�
~P

�
(A1)

0

0
0 (A2)

�1

�

�

�
0 A12(A2)

�1

(A2)
0�1A

0

12
0

�
= BaB

0

a:

Now, if A12 = 0, then Pa = ~P is a solution of (3.7).

Conversely, assume that Pa =

�
Pa1 Pa12
Pa21 Pa2

�
solves (3.7). Observe

that Pa2 = �P�1
2

. De�ne

~x(k) =

�
I �Pa12P

�1
a2

0 P�1a2

�
xa(k) :

In this case ~x(k); k 2 Z, is also a Markovian process, and

EX ~x(1) =

�
I �Pa12P

�1
a2

0 P�1a2

��
A1 �Ba1B

0

a2P
�1
a2

0 Pa2A2P
�1
a2

��
I Pa12
0 Pa2

�
~x(0)

=

�
A1 0
0 A2

�
~x(0);

13
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because A1Pa12 �Ba1B
0

a2 = Pa12A2. Thus A is similar to

�
A1 0
0 A2

�
. 2

Observe that since we did not assume apriori the solvability condition
of the Ljapunov equation which would imply also the uniqueness of the
solution, i.e. the spectrum of A1 and A2 need not be disjoint, ~P may not
be the only solution of (3.7).

Remark: If the condition of Lemma 3.1 is ful�lled, i.e. (3.7) has a solu-
tion, then elementary calculation gives that the state vector of the reversed
system ��a can be de�ned as

�xa(k) = P�1a xa(k) ;

where Pa now denotes the solution given in (3.8), which is clearly nonsin-

gular in view of the decomposition ~P =

�
P1 P2
0 �I

� �
I 0

�P�1
2

P21 P�1
2

�
.

In this case we get that

(��a)

8<
:

�xa1(k) = A
0

1
�xa1(k + 1) + � �wa(k)

�xa2(k + 1) = A2�xa2(k) + � �wa(k)
y(k) = �C1�xa1(k + 1) + C2�xa2(k) + � �wa(k)

(3.9)

where �wa(k); k 2 Z; is an uncorrelated sequence. The poles of the cor-
responding spectral factor �Wa are determined by the reciprocals of the
eigenvalues of A

0

1
{ antistable poles, and by the eigenvalues of A2 { stable

poles.
Denote �Ca = [ �C1;�C2(A2)

�1] . Straightforward computation leads to
the system of equations"

Pa �AaPaA
0

a
�C
0

a � AaPaC
0

a

�Ca � CaPaA
0

a R(0)� ( �C2A
0�1
2

C
0

2
+ C2A

�1
2

�C
0

2
)� CaPaC

0

a

#

=

�
Ba

Da

�
[B

0

a; D
0

a] � 0

(3.10)

which is almost identical to the system of equations used in the construction
of weak realizations (cf. [7], [2]). We would like to emphasize again that
here the matrix Aa is not necessarily stable, so Pa in general is inde�nite.
At the same time (3.10) has a minimal and maximal solution in Pa. This
is immediate also from the following proposition.

Proposition 3.1 The transformation

P =

�
P1 P12
P21 P2

�
�! Pa =

�
P1 � P12P

�1
2

P21 P12P
�1
2

P�1
2

P21 �P�1
2

�

14
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is strictly monotone. (If P � ~P then Pa � ~Pa and if P > ~P then Pa > ~Pa).

Proof: Because of continuity it is enough to prove that P > ~P implies
that Pa > ~Pa: The assumption that P > ~P is equivalent to P2 � ~P2 > 0
and (P1 � ~P1)� (P12 � ~P12)(P22 � ~P22)

�1(P21 � ~P21) > 0:
Obviously Pa2 � ~Pa2 = �P�1

2
+ ~P�1

2
> 0. On the other hand

(Pa1 � ~Pa1)� (Pa12 � ~Pa12)(Pa22 � ~Pa22)
�1(Pa21 � ~Pa21)

= (P1 � P12P
�1
2

P21)� ( ~P1 � ~P12( ~P2)
�1 ~P21)

�(P12P
�1
2

� ~P12 ~P
�1
2

)(�P�1
2

+ ~P�1
2

)�1(P�1
2

P21 � ~P�1
2

~P21)

= (P1 � ~P1)� (P12 � ~P12)(P22 � ~P22)
�1(P21 � ~P21) ;

using that (�P�1
2

+ ~P�1
2

)�1 = P�1
2

(P2 � ~P2) ~P
�1
2

. 2

4 Zeros of Spectral Factors

In this section we prove that the zeros and the zero structure of a spectral
factor depend only on the corresponding state space. Although there is a
vast literature about various kinds of zeros of an input{output systems, we
must start this section from the very beginning. Let us give a short expla-
nation for this. The system zeros can be de�ned either using the Smith{
McMillan form of a transfer function where the zeros of the corresponding
numerator polynomials are the system zeros, or using the Rosenbrock ma-
trix in which case the zeros are the points where it loses rank. But we want
to consider the zero directions, too. Applying the Smith{McMillan form,
we transform the zero directions so the analysis becomes more complicated.
Using the Rosenbrock matrix to de�ne the multiplicity of a zero as the de-
fect in the rank of the Rosenbrock matrix is not satisfactory because in this
way we do not get the right multiplicity. Every Jordan block may reduce
the rank of the matrix only by 1, but the multiplicity of the corresponding
eigenvalue is the dimension of the Jordan block. Unfortunately, this fact
has been several times overlooked in the literature.

So we start with the de�nition of zeros in a way as we always think about
zeros of a function - where its value and maybe its derivatives are zero.
But since in the matrix case we have to take into consideration that not
all elements are vanishing at a given point only some linear combinations
and it may happen that at the same point there is also a pole, we have to
de�ne the zeros, zero directions in a more careful way.

Let Wa(z) be an acausal spectral factor of the form

Wa(z) = D + C1(zI �A1)
�1B1 + �C2(z

�1 � �A2)
�1 �B2 (4.1)

15
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where A1; �A2 are stable matrices and (4.1) de�nes a minimal realization of
Wa. The vector-valued complex function �(z) is called left zero function of
Wa at z0, if it is analytic in a neighbourhood of z0 and

lim
z!z0

�(z)Wa(z) = 0: (4.2)

The order of the zero function is the largest positive integer k, for which

lim
z!z0

[(z � z0)
�k+1�(z)Wa(z)] = 0 (4.3)

(see Ball, Gohberg and Rodman ([3]). If n is the McMillan degree of Wa,
then it is enough to analyse the zero functions of order k in the form

n+k�1X
i=0

a
0

i(z � z0)
i

in the sense that a function � is a left zero function if and only if the
polynomial de�ned by the formula above using a

0

i =
1

i!
�(z0)

(i) as coe�cients

is a left zero function. The vectors a
0

i; i = 1 : : : k; form a so-called left
zero chain of W (z) at z0. Denote shortly by M the matrix with rows
a
0

i; i = 1 : : : k (k is the order of the left zero function �.)
Let � be the Jordan block of order k determined by z0.

� =

2
6664
z0 0 : : : 0
1 z0 0 : : : 0

. . .
. . .

1 z0

3
7775 :

Theorem 4.1 The matrix M determines a left zero chain of W at z0 if

and only if there exist two matrices �1;�2 satisfying the matrix equation

[�1 ��2 M ]

2
4 A1 0 B1

0 �A2
�B2

C1
�C2 D

3
5 = [��1 �2 0] : (4.4)

Proof: By symmetry we may assume that I � z0 �A2 is a regular matrix.
Also assume that z0 is di�erent from 1. The proof goes by induction. Let
� be a left zero function at z0 . In view of (4.2),

a
0

0
D + lim

z!z0
�(z)C1(zI �A1)

�1B1 + a
0

0
�C2z0(I � z0 �A2)

�1 �B2 = 0: (4.5)

Denote �
0

0
= a

0

0
�C2(I � z0 �A2)

�1, �0(z)
0

= �(z)C1(zI �A1)
�1. We have

a
0

0
�C2 + z0�

0

0
�A2 = �

0

0
(4.6)
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�(z)C1 + �0(z)
0

A1 = z�0(z)
0

: (4.7)

Equation (4.5) gives that limz!z0 �0(z)
0

B1 exists. Multiplying (4.7) by B1

from the right we get that limz!z0 �0(z)
0

A1B1 exists. Now multiplying
with A1B1 we obtain that limz!z0 �0(z)

0

A2

1
B1 exists. Continuing this and

using that A1; B1 is controllable we get that limz!z0 �0(z)
0

= �
0

0
exists.

Obviously it solves the equation

a
0

0
C1 + �

0

0
A1 = z0�

0

0

a
0

0
D + �

0

0
B1 + z0�

0

0
�B2 = 0;

(4.8)

and (4.6) and (4.8) give (4.4) setting �1 = [�
0

0
];�2 = [�

0

0
]:

Consider the case when k � 2. Write � in the form �(z) = a
0

0
+ (z �

z0)�1(z): Using the equations (4.6) (4.8), we obtain that

�(z)W (z) = (z � z0)[�1(z)D + (�1(z)C1 � �
0

0
)(zI �A1)

�1B1

+(�1(z)z �C2 + �
0

0
)(I � z �A2)

�1 �B2]:
(4.9)

Denoting �
0

1
= (a

0

1
�C2 + �

0

0
�A2)(I � z0 �A2)

�1, �1(z)
0

= (�1(z)C1 � �
0

0
)(zI �

A1)
�1 we have

a
0

1
�C2 + (�

0

0
+ z0�

0

1
) �A2 = �

0

1

�1(z)C1 + �1(z)
0A1 = z�0(z)

0 + �
0

0

a
0

1
D + lim

z!z0
�1(z)

0B1 + (�
0

0
+ z0�

0

1
) �B2 = 0:

This gives that limz!z0 �1(z)
0B1 exists. Multiplying the second equation

again byB1; A1B1; : : :, we get that limz!z0 �1(z)
0A1B1, limz!z0 �1(z)

0A2

1
B1

: : : exist.
Using the controllability of A1; B1, we conclude that limz!z0 �1(z)

0 = �
0

1

exists. Obviously it solves the equation

a
0

1
C1 + �

0

1
A1 = z0�

0

1
+ �

0

0

a
0

1
D + �

0

1
B1 + (�

0

0
+ z0�

0

1
) �B2 = 0:

Using the matrices �1 =

�
�
0

0

�
0

1

�
;�2 =

�
�
0

0

�
0

1

�
, we obtain the solution of

(4.4) for k = 2. If k � 3 then we can repeat the argument given for k = 2.
This leads to equation (4.4) in the general case.

Conversely, let us assume that equation (4.4) holds, and try to construct
a left zero function of order at least k at z0. To this aim it is enough to
determine a

0

i; i = 0; : : : n + k � 1. Let the rows of the matrix M de�ne
the �rst k elements of this sequence. Together with this we are going to
de�ne two other sequences �i; i = 0 : : : n + k � 1; �i; i = 0 : : : k � 1 as
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follows. The �rst k elements are given by the row vectors of the matrices
�1;�2, respectively. The remaining elements of these sequences are de�ned
successively as solutions of the equations

a
0

iC1 � �
0

i(z0I �A1) = �
0

i�1 (4.10)

i = k : : : (n+ k � 1). (Let us observe that equation (4.4) imply that these
equations are valid for i = 0 : : : k � 1, too.) Similarly, the sequence �i; i =
0 : : : k � 1 satis�es the equation

a
0

i
�C2 � �

0

i(I � z0 �A2) = ��
0

i�1
�A2: (4.11)

The observability of the pair C1; (z0I � A1) imply that for any �xed
vector �

0

i�1 (4.10) can be solved, giving the next ai
0; �

0

i values.
In this case

�(z)W (z) =

n+k�1X
i=1

a
0

i(z � z0)
iD +

n+k�1X
i=1

a
0

i(z � z0)
iC1(zI �A1)

�1B1

+

n+k�1X
i=1

a
0

i(z � z0)
i �C2z(I � z �A2)

�1 �B2

= a
0

0
D + �

0

0
B1 + z0�

0

0
�B2

+

k�1X
i=1

(z � z0)
i(a

0

iD + �
0

iB1 + (z0�
0

i + �
0

i�1)
�B2)

+

n+k�1X
i=k

(z � z0)
i(a

0

iD + �
0

iB1)� �
0

0
B1 � z0�

0

0
�B2

�

n+k�1X
i=1

(z � z0)
i�

0

iB1 �

k�1X
i=1

(z � z0)
i(z0�

0

i + �
0

i�1)
�B2

+ a
0

0
C1(zI �A1)

�1B1 + a
0

0
�C2z(I � z �A2)

�1 �B2

+

n+k�1X
i=1

a
0

i(z � z0)
iC1(zI �A1)

�1B1

+

n+k�1X
i=1

a
0

i(z � z0)
i �C2z(I � z �A2)

�1 �B2:

In view of (4.4), the �rst two elements are zero. Using the equations

a
0

0
C1 = �

0

0
(z0I �A1); a

0

0
�C2 = �

0

0
(I � z0 �A2);

we obtain that

a
0

0
C1(zI �A1)

�1B1 � �
0

0
B1 = �(z � z0)�

0

0
(zI �A1)

�1B1
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a
0

0
�C2z(I � z �A2)

�1 �B2 � z0�
0

0
�B2 = (z � z0)�

0

0
(I � z �A2)

�1 �B2:

In a similar way using equations (4.10) (4.11), we can eliminate the next
elements in the sums. Continuing in this way we �nally arrive at the
equation

�(z)W (z) =

n+k�1X
i=k

(z � z0)
i(a

0

iD + �
0

iB1)

+(z � z0)
n+k�

0

n(zI �A1)
�1B1

+(z � z0)
k�

0

k�1(I � z �A2)
�1 �B2

proving (4.3) . 2

Remark: It is easy to see from equation (3.5) that (4.4) is equivalent to
the equation

��1xa1(k+1)+�2xa2(k+1) = �(��1xa1(k)+�2xa2(k))+My(k) ; (4.12)

or denoting � = [��1;�2], we get

�xa(k + 1) = ��xa(k) +My(k) :

(Let us recall that � denotes one single Jordan block.) The matrix �
determines the zero directions at z0 corresponding to a single Jordan block.
In the case when we would like to describe all the zero directions at a given

point z0 we have to take into consideration that there may be several Jordan
blocks with the same eigenvalue z0.

The previous equation can be used for describing all the zero directions
of a spectral factor corresponding to all �nite zeros. Namely consider a
maximal solution of this equation { not assuming that � is a Jordan block
{ (maximal in the sense that the rank of � is maximal), and �nd the Jordan
decomposition of the corresponding matrix �. Transforming the matrix �
using the same transformation we get the corresponding zero directions.
(This was investigated in Michaletzky [16] in the so-called regular case
when there are no zeros at in�nity and on the unit circle.)

Remark: In the case when z0 = 1 a similar argument can be used. We
obtain the following equations. Let �0 be the Jordan block of order k
determined by the eigenvalue 0. Instead of (4.4) we get

[�0�1 �2 M ]

2
4 A1 0 B1

0 �A2
�B2

C1
�C2 D

3
5 = [�1 �0�2 0] (4.13)

which is equivalent to

�0�xa(k + 1) = �xa(k) +My(k): (4.14)

(�0 is the Jordan block de�ned by the eigenvalue 0.)
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Corollary 4.1 W (z);Wa(z); �W (z) have the same zeros with the same or-

der and the same zero directions.

This is immediate from the previous equation which shows that the zeros
and zero directions are determined by the state space.

5 Comparison of Di�erent Spectral Factors

In this section we return to the general { nonrational { case.

Internal case:

Let X be a proper minimal Markovian splitting subspace determined
by the subspaces A;B and assume that A � B = H = H� _ H+. In this
case X � H� = H 	 (N� � N+), and we have the following inclusions
N� � �S? � A � S � (N+)?. Denote the corresponding spectral factors
by �W�; �W;Wa;W;W+.

Lemma 5.1 There are inner functions U1; V1; U; V such that

Wa = �W�U1;W+ =WaV1; (5.1)

Wa = �WU;W =WaV (5.2)

and U1 is a left inner divisor of UM = �W�1
� W+, U is a left inner divisor

of K = �W�1W .

Proof: The proof of this statement is standard (see ([13])), but for the
sake of readers' convenience we outline it. The function U1 = W �

�Wa is a
square, all{pass function and since �w�(�1) 2 H�(wa); (N

� � A) it maps
the function I into an analytic function, so it is inner. The other equations
can be proven similarly. 2

Time reversing { nonrational case:

Let �Xu be another EXU-invariant subspace of X such that X = Xu +
�Xu. Denote by �Wa the corresponding spectral factor.

Lemma 5.2 Consider the decompositions Wa =WV �; �Wa =W �V �;Wa =
�WU�; �Wa = �W �U�: Then

(i) V and �U are quasiequivalent,

(ii) U and �V are quasiequivalent.
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Proof: The structural function K = �W�1W of X can be decomposed as
K = UV = �U �V . The equations Xu\ �Xu = 0 and Xu_ �Xu = X imply that
V and �V are right coprime inner functions. Similarly, U and �U are left
coprime. So, we obtain that V and �U (also U and �V ) are quasiequivalent.

2

Minimality in the internal case:

In this part of this section we are going to characterize all the square
acausal spectral factors in terms of left inner divisors of �W�1

� W+. Since
every inner divisor is determined by an invariant subspace in Theorem 5.1
we give a geometric characterization of minimality. Using this characteri-
zation, we present another proof of the theorem given by Ferrante [8], and
we show that under some assumptions the condition used in that theorem
turns out to be a necessary and su�cient one.

Lemma (5.1) shows that ifWa is an acausal square spectral factor corre-
sponding to a minimal Markovian splitting subspace, then it is determined
by an inner divisor U1 of UM as Wa = �W�U1. In terms of subspaces,

X = (N+)? 	 A is invariant under EH�U . Conversely, any EH�U - in-
variant subspace X of H� determines an acausal spectral factor and also
a Markovian splitting subspace X by de�ning B = N+ � X ;A = H 	 B

and using the construction of Section 2. Denote Y = H� 	 X . Then
Xu = EXH�; Xs = EYH+:

Proposition 5.1 In the internal case

�S = H+ _ X ;

also

S = H� _ Y :

Proof: X � Y = H�. Y = Xs � (Y \ (H+)? Consequently, �S � (Y \
(H+)?) = N+�H�. But H�	 (Y \ (H+)?) = X _X+. This proves that
�S = H+ _ X . The other equation can be proved similarly. 2

Theorem 5.1 X is a minimal (internal) Markovian splitting subspace if

and only if

X _X+ = X+ _ (X \ (H�)?): (5.3)

Proof: X = Xu �XS is orthogonal to (N� �N+). In view of Theorem
(4.10) of [14] the minimality of X is equivalent to the condition

�S = H+ _ S?: (5.4)
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Now S? = N+ � (X \ (H�)?); Consequently. (5.4) is equivalent to

�S = N+ � [X+ _ (X \ (H�)?)]: (5.5)

On the other hand, in the internal case

�S = H+ _ X : (5.6)

Substituting (5.6) into (5.5) and taking the intersection of both sides with
H� we get the equation

X _X+ = X+ _ (X \ (H�)?): (5.7)

This proves the theorem. 2

Remark: In the �nite dimensional case (5.7) is obviously equivalent to

X = (X \ Z+) _ (X \X+): (5.8)

On the other hand, X\(H�)? and X\X+ are both invariant under EH�U .
X \X+ � X+ , so in the rational case the matrix version of the compressed
shift operator is A . X \ Z+ � Z+ (error space), so again in the rational
case it is connected with the zero matrix �

0

.
The minimality condition in the rational case is thoroughly investigated

in the papers [10], [8] and [9] in the continuous time case. The �nal result
with respect to these papers is that if �W�(s) = R1=2+C(sI �A)�1B, and
�� = A�BR�1=2C is the zero matrix (in the continuous time case), then
under the coercivity assumption the necessary and su�cient condition for
that all left inner divisor U1 of UM determine a minimal spectral factor is

that �A and ��
0

have no common eigenvalues. i.e. every invariant sub-

space of

�
�A 0

0 ��
0

�
can be written as a direct sum of a (�A){invariant

and a ��
0

{invariant subspace. This theorem is very much in the 
avour
of Theorem (5.1). In fact, assuming that there are no zeros on the unit
circle, at the origin and at in�nity, then (in the discrete time case) it is a
direct consequence of the previous theorem since the matrix version of the

operator EH�U is

�
A 0

0 �+
0

�
.

Theorem 5.1 is not restricted to the rational case. It gives the possibility
of analysing the minimality condition in the nonrational case in terms of
inner functions. Denote

Q+ =W�1
� W+;K+ = �W�1

+
W+; U =W�1

a W+:

Remark that Q+, K+ are always left coprime (see Lindquist and Picci [12],
Lindquist and Pavon [12]). Also, denote by q; k; u the minimal functions
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of the inner functions Q+;K+ and U respectively. Applying the isometry
which maps (N+)? onto H2

p the subspaces H
�; (H+)?;A are mapped onto

H� ! Q+H
2

p ; (H
+)? ! K+H

2

p ;A ! UH2

p :

Thus the condition (5.3) is equivalent to

UH2

p � (UH2

p _Q+H
2

p ) \K+H
2

p

or U is a left inner divisor of (U ^L Q+) _L K+, where ^L denotes the
greatest common left inner divisor, _L the smallest common left inner
multiple of the corresponding inner functions.

The �rst part of the following theorem is essentially the same as The-
orem (4.1) in Ferrante ([8]). Here we present a di�erent proof of it based
on Theorem (5.1).

Theorem 5.2 (i) If the minimal functions q; k are coprime then every

EH�U { invariant subspace X of H� determines a minimal Marko-

vian splitting subspace,

(ii) If Q+ and K+ are strongly left coprime and every EH�U { invariant

subspace X of H� determines a minimal Markovian splitting subspace

then the minimal functions q; k are coprime.

Proof:

(i) Assume that q; k are coprime. Since X � H� = X+ _ Z+, i.e.

UH2

p � Q+H
2

p \K+H
2

p ; (5.9)

we get that u is a common inner divisor of q nd k. This implies a coprime
factorization of u in the form u = uquk, where uq j q, uk j k.

De�ne
M� = ff 2 H2

p j ukf 2 UH2

pg:

According to the Beurling-Lax Theorem the shift invariant subspace M�

can be written asM� = RH2

p , where R is an inner function. We show that

RH2

p � Q+H
2

p _ UH
2

p :

Obviously UH2

p �M�. On the other hand, if l � 0 then

zluq(ukQ+H
2

p ) � UH2

p ;

and
zlk(ukQ+H

2

p ) � K+H
2

p \Q+H
2

p � UH2

p ;

so Q+H
2

p �M� using the coprimeness of uq and k.

23



Gy. MICHALETZKY AND A. FERRANTE

In order to show that condition (5.9) holds it is enough to prove that if
f?UH2

p , then f?RH2

p \K+H
2

p . Now, if g 2 RH2

p \K+H
2

p , then

zlukg 2 UH2

p ; z
lqg 2 qK+H

2

p � K+H
2

p \Q+H
2

p � UH2

p ;

for all l � 0. But uk and q are coprime implying that f?g.

(ii) Now assume that Q+ andK+ are strongly left coprime which implies
that H� = X+ +Z+ (i.e. every element in H� can be written in a unique
way as a sum of elements from X+ and Z+) and their minimal functions
q and k are not coprime. So q = pq1; k = pk1 where p; k1; q1 are inner
functions, p is not identically constant. The factorization of the minimal
functions imply that Q+ and K+ have left inner divisors Q1 j Q+ , K1 j K+

with the same minimal function p (see Theorem III-4-3 in Fuhrmann [11]).
In other words the largest invariant factors of Q1;K1 coincide (Theorem

II-15-10 [11]). In terms of subspaces this implies that there are EH�U {

invariant subspaces X0 � X+; Z0 � Z+ such that EH�UjX0
; EH�UjZ0 are

quasisimilar, so there exists a quasiinvertible transformation T : X0 ! Z0

such that
TEH�UjX0

= EH�UjZ0T:

De�ne X = f1=2(x+ Tx)jx 2 X0g. Obviously, it is E
H�U {invariant and

{ because the projection of H� onto X+ parallel with Z+ is continuous {
X \ (H�)? = ;;X \X+ = ; so condition (5.3) does not hold. 2

Remark: Under the coprimality condition of q and k of the previous
Theorem it can be proved that M� = UH2

p _Q+H
2

p . Namely, if f?UH
2

p _

Q+H
2

p ; g 2 M� then zlukg 2 UH2

p and zlq+g 2 Q+H
2

p for all l � 0, and
uk; q are coprime, implying that g?f , i.e. M� � UH2

p _Q+H
2

p .

Remark: Again the same condition imply that every EH�U {invariant
subspace X of H� can be written in the form of (5.8). De�ning M� =
ff 2 H2

p j uqf 2 UH2

pg in a similar way as in the proof of the theorem
it can be checked that M� = UH2

p _ K+H
2

p . Now, if f 2 M� \M� and

g?UH2

p , then multiplying f with zluq and zluk (l � 0), we obtain that
f?g implying that UH2

p �M� \M�, i.e. X � (X \X+) _ (X \ Z+):

Remark: Let us observe that in the proof of su�ciency we have used only
that there is no common inner divisor of u; q; k.
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