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Abstract

In this paper we consider the class of in�nite-dimensional

discrete-time linear systems with multiplicative random distur-

bances (i.e. with states multiplied by a random sequence), also

known as stochastic bilinear systems. We obtain necessary and

su�cient conditions, in terms of an algebraic Riccati-like oper-

ator equation, for existence of a state-feedback controller that

stabilizes the system and ensures that the inuence of the addi-

tive disturbance on the output is smaller than some prespeci�ed

bound. In a deterministic framework this problem is equivalent

to the H1-control problem in a state-space formulation. Our re-

sults, when specialized to the case with no multiplicative random

disturbance, reduces to the ones known for the deterministic case.

Due to the intrinsic probabilistic nature of the stochastic bilinear

model (the multiplicative noise acting on the state of the system

makes it a stochastic process, regardless the additive disturbance)

a probabilistic framework for the aforementioned problem had to

be developed, leading to a stochastic H1-control problem.

Key words: discrete stochastic bilinear systems, in�nite-dimensional systems,

operator theory, H1-control

AMS Subject Classi�cations: 47N70, 93B36, 93C25, 93C55

1 Introduction

A great deal of attention has been given over the past two decades to the
analysis of linear systems containing multiplicative random disturbances
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(i.e. with states multiplied by a random sequence), also called stochastic
bilinear systems, motivated, at least partly, by various areas of applica-
tion. For example, population models, nuclear �ssion and heat transfer,
immunology, etc ([15]). Several aspects regarding structural properties
of such models, in discrete and continuous time, �nite and in�nite di-
mensional, have been investigated in current literature where fundamental
questions as well as practical and theoretical motivations for considering
such a special class of systems can be found (e.g. see [2],[7],[14],[15],[17],
[22],[23],[25] - for further references see [10]).

During the past decade a great number of papers have been published
on H1-(sub)optimal control, since the pioneering work by Zames [26]. An
early account of the developments in H1- control theory can be found
in [6]. Although the H1-control problem was originally formulated in the
frequency domain, a great deal of attention has recently been given to time-
domain methods based on algebraic Riccati equations ([1],[4],[18],[19]). The
development of the dynamic-game theoretic approach to worst-case design,
as an alternative to frequency-domain H1-techniques [19], provided a so-
lution to the problem of disturbance attenuation for a broader class of
systems. This approach has been used for H1-control in in�nite horizon
time-invariant linear systems of �nite and in�nite dimensions, �nite hori-
zon time-varying linear systems, and nonlinear systems ([1],[8],[9],[18],[19]).
Thus the H1-control problem in its equivalent state-space formulation can
be viewed as a minimax optimization problem where the controller is the
minimizing player and the disturbance the maximizing player.

The problem we shall consider in this paper is to derive necessary and
su�cient conditions for existence of a state feedback controller that sta-
bilizes a discrete-time in�nite-dimensional stochastic bilinear system and
ensures that the inuence of the additive disturbance on the output is
smaller than some prespeci�ed bound. If the model had no multiplicative
noise, that is, if we considered the deterministic case, then this problem
would be the usual H1-control problem for discrete-time linear systems

in a state-space approach, and necessary and su�cient conditions for the
aforementioned problem in terms of algebraic Riccati equations can be
found, for instance, in [18]. Therefore, the reason for calling the problem
considered here as a stochastic H1-control problem is twofold:

I) The multiplicative noise acting on the state of the system makes our
problem intrinsically a probabilistic one, since the state of the system is a
stochastic process, regardless the additive disturbance.

II) When restricted to the deterministic case, that is, if the model has
no multiplicative random disturbance, our problem reduces to the usual
H1-control problem in a state-space approach.

Of course, the stochastic problem posed above can only be de�ned in a
state-space formulation, since it would not be possible to set a link between
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the state-space domain and frequency domain in this case.

We apply a game theoretic approach to analyze the underlying problem
and obtain a solution in terms of an algebraic Riccati-like operator equa-
tion, which generalizes known results for the linear case (cf. [18]). Indeed,
the algebraic Riccati-like operator presented in Section 5 contains some ex-
tra terms, which are function of the correlation (S) and expected value (s)
of the multiplicative noise, not found in the deterministic case. When we
specialize the result to the case with no multiplicative random disturbance
(s = 0 and S = 0), these extra terms go to zero and the resulting algebraic
Riccati-like operator reduces to the usual one for H1- control.

Due to the intrinsic probabilistic nature of the model state, additive
stochastic inputs have to be considered. Indeed, the H1-control problem
was originally de�ned for the linear case on a deterministic framework, since
a worst (disturbance)-case controller was being designed and therefore there
was nothing to gain in considering stochastic disturbances. In fact it has
been shown for the linear case (cf. [1],[4],[18],[19]) that the \maximizing"
disturbance of the minimax problem is in the form of a state-feedback, a re-
sult that will also hold for the bilinear stochastic case (see eq. (8), Remark
2 and proof of Lemma 2 below). However, since the state of the bilinear
model under consideration is a stochastic process, additive stochastic inputs
are naturally included among the possible \maximizing" disturbance. This
reasoning also explains the main di�erence between the results presented
in this paper and those in [3], where an optimization criterion similar to
the one in problem OP (Section 5 below) was considered but the additive
input sequences were assumed to be zero-mean and independent of the past
states, thus excluding state-feedback as possible \maximizing" additive in-
put disturbance. These assumptions considerably simpli�ed the problem
and an exact solution to problem OP (instead of SOP) via the algebraic
Riccati-like operator equation was obtained in [3].

The present work is organized in the following way. Section 2 presents
the notation, borrowed from the discrete-time stochastic bilinear system
literature. It is not necessarily standard, as far as the H1 literature is
concerned, but necessary for pursuing the proposed approach. The model
under consideration is described in Section 3, and some stability results
that will be required in the sequel are presented in Section 4. The main
theorem is stated in Section 5, where a necessary and su�cient condition
for the solution to a stochastic H1-control problem is formulated in terms
of a solution to an algebraic Riccati-like operator equation, and mirrors
its linear counterpart (cf. [18]). Indeed the H1- control of discrete-time
linear systems leads to some extra invertibility conditions not found in the
continuous-time case and this is also the case for the discrete-time bilinear
stochastic models through condition (i) of the Theorem (Section 5 below).
Condition (ii) is the algebraic Riccati-like operator equation and condi-
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tion (iii) assures stability of the closed loop system as well as the strict
inequality in problem SOP (see Proposition 3 and Remark 2 below). The
proof of su�ciency is established in Section 6 while necessity is presented
in Section 7. Our analysis relies on the properties of the operators F and
F# (see Section 3) established in [3] and [13]. The structure of proofs is
essentially based on the approach of [18],[19] but many techniques used in
deterministic linear systems do not generalize to our case. In particular,
the solutions to minimax problems in the proof of necessity require a re-
sult due to Yakubovich (Proposition 7 below) since, unlike the linear case,
an explicit characterization of solutions to these problems are not easily
obtained. Also a truncation of the minimax problem is required in the
stochastic case. The construction of the probability spaces with the inde-
pendence properties assumed in the paper is presented in the Appendix.

2 Notation

Let X and X 0 be Banach spaces and denote by B[X;X 0] the Banach space
of all bounded linear transformations of X into X 0. For simplicity we set
B[X ] = B[X;X ] and denote by G[X ] the group of all invertible opera-
tors from B[X ]. The norms in X , X 0 and the induced uniform norm in
B[X;X 0] will all be denoted by k:k, and r(:) will stand for the spectral
radius in the Banach algebra B[X ]. For any nontrivial complex Hilbert
space H0 we shall denote by h:; :i the inner product in H0 (h:; :iH0

with
norm k:kH0

if H0 is a probabilistic space) and an upper star � will stand
for adjoint as usual. Let B+[H0] = fT 2 B[H0]; T � 0g be the weakly
closed convex cone of all self-adjoint nonnegative operators in B[H0] and
de�ne G+[H0] = B+[H0] \ G[H0]. Let H0 be separable and B1[H0] the
class of all compact operators from B[H0]. If T 2 B1[H0], let f�k; k � 0g
be the nonincreasing nonnegative null sequence made up of all eigenvalues
of (T �T )1=2 2 B1[H0], each of them counted according to its multiplic-
ity and set kTk1 =

P1
k=0 �k. Let B1[H0] = fT 2 B1[H0]; kTk1 < 1g

denote the class of all nuclear operators from B[H0] and set B+
1 [H0] =

B1[H0]\B
+[H0]. k:k1 is a norm in B1[H0] and (B1[H0]; k:k1) is a Banach

space. The trace of T 2 B1[H0] is de�ned as tr(T ) =
P1

k=0hTek; eki, which
does not depend on the choice of the orthonormal basis fek; k � 0g for H0.
jtr(T )j � tr(T �T )1=2 = kTk1, so that tr(:) : B1[H0]! CI is a bounded linear
functional. For f; g 2 H0, let f �g 2 B1[H0] be de�ned as (f �g)h = hh; gif
for all h 2 H0, so that (f �f) 2 B+

1 [H0]. Set l2(H0) =
L1

k=0H0, the direct
sum of countably in�nite copies of H0, which is a Hilbert space made up
of all sequences fxk 2 H0, k � 0;

P1
k=0 kxkk

2 <1g.

Let (
;�; �) be a probability space, where � is a �-�eld of subsets
of a nonempty set 
 and � a probability measure on �. Let H0 =
L2(
;�; �;H0) denote the Hilbert space of all second order H0-valued
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random variables with inner product given by hx; yiH0
= E(hx; yi) for all

x; y 2 H0 where E stands for the expectation of the underlying scalar
valued random variables. Accordingly, the norm of x 2 H0 is given by
kxkH0

= (E(kxk2))1=2. For any x; y 2 H0, the expectation and corre-
lation operators will be denoted by Ex 2 H0 and E(x � y) 2 B1[H0]
respectively (cf. [12]). It is easy to verify that E(x � x) 2 B+

1 [H0] and
hx; yiH0

= tr(E(x � y)). Finally for any family fx� 2 H0; � 2 � 6= ;g set
Ifx�; �2�g = fy 2 H0; y is independent of fx� 2 H0; � 2 �gg. In particular
for any x 2 H0, Ix = fy 2 H0; y is independent of xg.

3 Description of the Model

Throughout this paper H , H 0, H 00 and H 000 will stand for separable com-
plex Hilbert spaces. Set H = L2(
;�; �;H), H0 = L2(
;�; �;H

00),
H00 = L2(
;�; �;H

00) and H000 = L2(
;�; �;H
000), where (
;�; �) is

the underlying probability space. We assume that fwi 2 H; i � 0g is
a stationary independent random sequence with expected value and cor-
relation operator denoted by s 2 H and S 2 B+

1 [H ] respectively, and
set C = (S � s � s) 2 B+

1 [H ]. We assume that X � l2(H), Xn �Ln

k=0H, V � l2(H
0), Vn �

Ln

k=0H
0, U � l2(H

00), Un �
Ln

k=0H
00, Z �

l2(H
000), Zn �

L
n

k=0H
000 are Hilbert spaces with the following property.

If x = (x0; x1; :::) 2 X , xn = (x0; x1; :::; xn) 2 Xn, v = (v0; v1; :::) 2 V ,
vn = (v0; v1; :::; vn) 2 Vn, u = (u0; u1; :::) 2 U , un = (u0; u1; :::; un) 2
Un, z = (z0; z1; :::) 2 Z , and zn = (z0; z1; :::; zn) 2 Zn; then wj 2
Ifx0;:::;xi;v0;:::;vi;;u0;:::;ui;z0;:::;zi;w0;:::;wi�1g for all j � i: Notice that if v =
(v0; v1; :::) 2 V then vi may not be independent of past states xk, k � i,
and this is a crucial di�erence between the approach of this paper and the
one in [3]. In the Appendix we show how one could construct a probability
space (
;�; �) and X , Xn, V , Vn, U , Un, Z , Zn, which lead to the above
properties.

Consider a discrete time bilinear system in a stochastic environment,
whose model is given by the following in�nite-dimensional di�erence equa-
tion:

xi+1 =

 
A0 +

1X
k=1

Akhwi; eki

!
xi +Bui +Dvi; x0 2 X0 (1)

where v = (v0; v1; :::) 2 V , u = (u0; u1; :::) 2 U , A0 2 B[H ], fAk 2
B[H ]; k � 1g is a bounded sequence, D 2 B[H 0; H ], B 2 B[H 00; H ] and
fek; k � 1g is an orthornormal basis for H made up of the eigenvectors
of S 2 B+

1 [H ]. Now suppose ui = �Kxi for some K 2 B[H;H 00]. Since
xn = (x0; :::; xn) 2 Xn and vn = (v0; :::; vn) 2 Vn, it follows that

w0 2 Ifx0;v0g and wi 2 Ifx0;v0;:::;vi;w0;:::;wi�1g:
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Set Ri = E(vi � vi) 2 B+
1 [H

0] and Qi = E(xi � xi) 2 B+
1 [H ] for every

i � 0. By a straightforward modi�cation of Lemma 2 in [12] and the fact
that wi 2 Ifxi;vig we can show that the state correlation sequence evolve
as follows.

Qi+1 = FBK(Qi) +E(FBKxi �Dvi) +E(FBKxi �Dvi)
� +DRiD

�: (2)

Here FBK and FBK are operators in B[B[H ]] and B[H ], respectively, de-
�ned as

FBK(P ) = FBKPF
�
BK

+ T (P ); 8P 2 B[H ];

FBK = (A0 �BK) +

1X
k=1

hs; ekiAk 2 B[H ];

with T 2 B[B[H ]] given by

T (P ) =

1X
k;l=1

hCek; eliAkPA
�
l ; 8P 2 B[H ]:

Associated with T and FBK set T # 2 B[B[H ]] and F#
BK

2 B[B[H ]] as
follows: for all P 2 B[H ],

T #(P ) =

1X
k;l=1

hCek; eliA
�
l
PAk

F#
BK

(P ) = F �
BK

PFBK + T #(P ):

Set F# = F#
0 , F = F0, F = F0, and �B = fK 2 B[H;H 00]; r(F#

BK
) < 1g.

4 Some Stability Results

The following propositions will be required for proving the main results of
the next sections.

Proposition 1 Consider model (1) with B = 0 and D = 0. If x =
(x0; x1; :::) 2 X for every x0 2 X0 then r(F#) < 1.

Proof: This is a straightforward corollary to Lemma 2 in [13]. ut

Proposition 2 Consider model (1) with ui = �Kxi for some K 2

B[H;H 00]. Then r(F#
BK

) < 1 if and only if x = (x0; x1; :::) 2 X for every

v = (v0; v1; :::) 2 V and x0 2 X0.

6
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Proof: Let us prove su�ciency. All we have to show is that x 2 l2(H)
whenever v 2 V � l2(H

0) since xn = (x0; :::; xn) 2 Xn for all n � 0, and
therefore the independence condition required for x to belong to X will be
satis�ed (see Section 3). According to Lemma 1 in [12] it follows that, for
i � 1

xi =
�
(ABK)wi�1

:::(ABK)w0

�
x0

+

i�1X
j=1

�
(ABK)wi�1

:::(ABK)wj

�
Dvj�1 +Dvi�1;

where

(ABK)wi
= (A0 �BK) +

1X
k=1

Akhwi; eki:

Thus, by the triangle inequality in H,

kxikH � k
�
(ABK)wi�1

:::(ABK)w0

�
x0kH

+

i�1X
j=1

k
�
(ABK)wi�1

:::(ABK)wj

�
Dvj�1kH + kDvi�1kH:

(3)

Claim: k
�
(ABK)wi�1

:::(ABK)wj

�
Dvj�1k

2
H � kF#

BK

i�j
k kRj�1k1kDk

2,

for every 1 � j � i. Indeed, take 1 � j arbitrary and set x00 = Dvj�1,
w0(i�j) = wi and x

0
(i�j)+1 = (ABK)w0

(i�j)
x0(i�j) for every i � j, so that

x0(i�j) = (ABK)w0

(i�j)�1
:::(ABK)w0

0
x00 = (ABK)wi�1

:::(ABK)wj
Dvj�1

for every i > j. Since w00 2 Ix0
0
and w0(i�j) 2 Ifx0

0
;w0

0
;:::;w0

(i�j)�1
g for ev-

ery i > j; it follows from Lemma 2 in [12] that E(x0(i�j)+1 � x
0
(i�j)+1) =

FBK(E(x
0
(i�j) � x

0
(i�j))) for every i � j, so that

E(x0(i�j) � x
0
(i�j)) = FBK

(i�j)(E(x00 � x
0
0)) = FBK

(i�j)(DRj�1D
�);

and hence (cf. [13])

kx0(i�j)k
2
H = kE(x0(i�j) � x

0
(i�j))k1 � kF#

BK

i�j
k kRj�1k1kDk

2

for every i � j, which proves the claimed result. Similarly we get

k
�
(ABK)wi�1

:::(ABK)w0

�
x0k

2
H � kF#

BK

i

k kQ0k1

for every i � 0. Recall that

kDvi�1k
2
H = kE(Dvi�1 �Dvi�1)k1 � kDk2kRi�1k1

7



O.L.V. COSTA AND C.S. KUBRUSLY

for every i � 1, and set: a = (�0; �1; :::) with �i = kF#
BK

i

k1=2 for each i � 0,

and b = (�0; �1; :::) with �0 = kQ0k
1=2
1 and �j = kRj�1k

1=2
1 kDk for each

j � 1. Therefore, from (3), we get

kxikH � i :=

iX
j=0

�i�j�j

for every i � 0. Since a 2 l1 (for kak1 =
P1

i=0 kF
#
BK

i

k1=2 < 1, because

r(F#
BK

) < 1, cf. [11]) and b 2 l2 (for v 2 V � l2(H
0) so that

P1
j=0 kRjk1 =P1

j=0 kvjk
2
H0 = kvk2V < 1, and hence kbk2 = (

P1
j=0 �

2
j
)1=2 < 1), it

follows that the convolution c = a � b = fi =
P

i

j=0 �i�j�j ; i � 0g lies
itself in l2 with kck2 � kak1kbk2 (see e.g. [5, p. 529]). Hence

kxkX =

 
1X
i=0

kxik
2
H

!1=2

�

 
1X
i=0

2
i

!1=2

= kck2 <1

for every v 2 V and x0 2 X0. From Proposition 1 and making v = 0 we
obtain the proof of necessity. ut

5 Main Theorem

For (x0;v;q) 2 X0 � V � U and K 2 B[H;H 00] de�ne the linear operator
XBK from X0 � V � U to X as

XBK(x0;v;q) = x = (x0; x1; :::);

where x is generated by (1) with ui = �Kxi + qi, q = (q0; q1; :::) 2 U . An

immediate consequence of the proof of Proposition 2 is that, if r(F#
BK

) < 1,
then x 2 X and XBK is bounded and therefore XBK 2 B[X0 �V �U ;X ].
Let H 000 = H�H 00 and consider the following H 000-valued random sequence
fzi; i � 0g:

zi =

�
M1=2xi
ui

�
=

�
M1=2xi

�Kxi + qi

�
;

where M 2 B+[H ]. Note that z = (z0; z1; :::) 2 Z and hence the bounded
linear operator ZBK 2 B[X0 � V � U ;Z ] such that

ZBK(x0;v;q) = z = (z0; z1; :::)

is well-de�ned. As usual in H1-control problems, we assume x0 = 0 and
q = 0 in order to have linear operators on v for the state and output
sequences. That is, we de�ne X0

BK
2 B[V ;X ] and Z0

BK
2 B[V ;Z ] as

X0
BK(v) = XBK(0;v;0) and Z0

BK(v) = ZBK(0;v;0):

8
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Given the above bilinear system, it is desired to �nd a state-feedback
closed-loop controller that minimizes the impact of the disturbances v on
the output z (cf [1],[4],[18],[19]). That is:

Problem OP Find K 2 �B that minimizes

kZ0
BK

k = sup
v2V

kZ0
BK

(v)kZ

kvkV
:

For the linear deterministic case this is the so-called state-feedback H1-
optimal control problem and, in general, is hard to be solved. Therefore one
poses a suboptimal problem which, in terms of the above bilinear system,
would be:

Problem SOP Given � > 0 �nd K 2 �B such that kZ0
BK

k < �. That is,

�nd K 2 �B such that for every v 2 V, v 6= 0,

kZ0
BK(v)k

2
Z =

1X
i=0

�
kM1=2xik

2
H + kuik

2
H00

�
< �2

1X
i=0

kvik
2
H00 :

(Note that there is no loss of generality in assuming a cost in the form
kuik

2 = hui;uii instead of hNui;uii for N 2 G+[H ]).

In the next sections we shall prove the following theorem, which solves
the problem SOP, and generalizes to stochastic bilinear systems the results
previously established for the linear deterministic case (cf. [18]).

Theorem Suppose the pair (M;F) is detectable (cf. [3]) and consider

some � > 0 �xed. Then there exists K 2 �B such that kZ0
BK

k < � if and

only if there exists P 2 B+[H ] satisfying the following conditions:

(i) I � 1
�2
D�PD 2 G+[H ],

(ii) P =M + (F#
BKu

) 1
�
D(�Kv)

(P ) +K�
uKu �K�

vKv

where
Ku = (I +B�PB)�1B�PF 1

�
D(�Kv)

2 B[H;H 00];

Kv = (I �
1

�2
D�PD)�1

1

�
D�PFBKu

2 B[H;H 0]:

That is,

Ku =

 
I +B�PB +

1

�2
B�PD

�
I �

1

�2
D�PD

��1
D�PB

!�1
�
B�
�
I +

1

�2
PD(I �

1

�2
D�PD)�1D�

�
PF

�

9
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Kv =

�
I �

1

�2
D�PD +

1

�2
D�PB (I +B�PB)

�1
B�PD

��1
�
1

�
D�
�
I � PB(I +B�PB)�1B�

�
PF

�

(iii) r((F#
BKu

) 1
�
D(�Kv)

) < 1.

Moreover, in such a case, Ku 2 �B and kZ0
BKu

k < �.

Remark 1 Note that (F#
BKu

) 1
�
D(�Kv)

is obtained from F#
BKu

in the very

same way as F#
BKu

was obtained from F#, that is,

(F#
BKu

) 1
�
D(�Kv)

= (FBKu
+

1

�
DKv)

�P (FBKu
+

1

�
DKv) + T #(P ):

6 Su�cient Condition

In this section we prove the su�ciency part of the theorem.

Lemma 1 For � > 0 �xed, suppose that there exists P 2 B+[H ] satisfying
conditions (i), (ii) and (iii) of Theorem. Then Ku 2 �B and kZ0

BKu
k < �.

Note that (M;F) detectability is not needed in this part. The following
result, which is an immediate adaptation of Proposition 1 in [3], will be
used in the sequel:

Proposition 3 Let H0 be an arbitrary Hilbert space. Take F , Q 2 B[H ],
N = N� 2 B[H0] and B 2 B[H0; H ] arbitrary. Suppose that, for some P 2
B+[H ], (N +B�PB)�1 exists in B[H ]. Set KP = (N +B�PB)�1B�PF .
The following assertions are equivalent:

(a) Q+K�
P
NKP = P �F#

BKP
(P ).

(b) For an arbitrary K 2 B[H;H0],

Q+K�NK = P �F#
BK

(P ) + (K �KP )
�(B�PB +N)(K �KP ):

(c) Q = P �F#(P ) +K�
P
(B�PB +N)KP .

The proof of Lemma 1 will follow from the next propositions.

Proposition 4 Under the hypothesis of Lemma 1, r((F
#
BKu

)) < 1:

Proof: From condition (ii) of the Theorem,

P � (F#
BKu

) 1
�
D(�Kv)

(P ) =M +K�
u
Ku �K�

v
Kv

10
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and from Proposition 3, (a) ) (c), we get

M +K�
uKu = P �F#

BKu
(P ) +K�

v

�
D�PD

�2
� I

�
Kv:

That is,

M +K�
uKu +K�

v

�
I �

D�PD

�2

�
Kv = P �F#

BKu
(P ): (4)

De�ne bK 2 B[H;H �H 0 �H 00] as follows:

bK =

2
4 M1=2�

I � D
�

PD

�2

�1=2
Kv

Ku

3
5 :

Therefore (4) can be re-written as

bK� bK = P �F#
BKu

(P ): (5)

De�ning bB 2 B[H �H 0 �H 00; H ] as

bB =

"
O �

1

�
D

�
I �

D�PD

�2

��1=2
O

#

we get bB bK = �
1

�
DKv;

so that
(F#

BKu
)bB bK = (F#

BKu
) 1
�
D(�Kv)

and from condition (iii) of Theorem,

r((F#
BKu

)bBbK) = r((F#
BKu

) 1
�
D(�Kv)

) < 1: (6)

From (5), (6) and Proposition 2 of [3] we get r((F#
BKu

)) < 1. ut

In the remaining section we consider, for any v 2 V , x = (0; x1; :::) =
X0
BKu

(v) and z = (0; z1; :::) = Z0
BKu

(v). We have the following results.

Proposition 5 Consider the hypothesis of Lemma 1. For every i � 0;

kP 1=2xi+1k
2
H � kP

1=2xik
2
H = �kzik

2
H000 + �2kvik

2
H0

� �2


�
I �

D�PD

�2

�1=2�
Kv

�
xi � vi

�
2

H0

:

(7)

11
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Proof: Recalling that kP 1=2xi+1k
2
H = tr(PQi+1) we get from (2)

kP 1=2xi+1k
2
H = tr (PQi+1) = tr (P (FBKu

(Qi)

+ E(FBKu
xi �Dvi) +E(FBKu

xi �Dvi)
� +DRiD

�)) :

From [13] we have

tr
�
PFBKu

(Qi)
�
= tr

�
F#
BKu

(P )Qi

�
:

Since
kP 1=2xik

2
H = tr (PQi) ;

�

��
I �

D�PD

�

�
Kvxi; vi

�
H0

= hD�PFBKu
xi; viiH0

= tr (PE(FBKu
xi �Dvi)) ;

and
kvik

2
H0 = tr (Ri) ;

(4) yields to

kP 1=2xi+1k
2
H � kP

1=2xik
2
H = tr

��
F#
BKu

(P )� P
�
Qi

+ P (E(FBKu
xi �Dvi) +E(FBKu

xi �Dvi)
� +DRiD

�)

�

= tr

�
�

�
M +K�

uKu +K�
v

�
I �

D�PD

�2

�
Kv

�
Qi

+ PE(FBKu
xi �Dvi) + PE(FBKu

xi �Dvi)
�

� �2
�
I �

D�PD

�2

�
Ri

�
+ �2kvik

2
H0

= �

0
@kM1=2xik

2
H + kKuxik

2
H00 +


�
I �

D�PD

�2

�1=2

Kvxi


2

H0

1
A

+ �

��
I �

D�PD

�

�
Kvxi; vi

�
H0

+ �

�
vi;

�
I �

D�PD

�

�
Kvxi

�
H0

� �2


�
I �

D�PD

�2

�1=2

vi


2

H0

+ �2kvik
2
H0

= �kzik
2
H000 + �2kvik

2
H0 � �2


�
I �

D�PD

�2

�1=2 �
Kv

�
xi � vi

�
2

H0

:

ut

12
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Recalling that x0 = 0 and kxikH ! 0 as i ! 1 (indeed, r((F#
BKu

)) < 1

and from Proposition 2, kxk2X =
P1

i=0 kxik
2
H < 1, so that kxikH ! 0 as

i!1), we get from (7) that

NX
i=0

�
kP 1=2xi+1k

2
H � kP

1=2xik
2
H

�
=

= kP 1=2xN+1k
2
H � kPk kxN+1k

2
H ! 0 as N !1:

Thus

0 =

1X
i=0

2
4�kzik2H000 + �2kvik

2
H0 � �2


�
I �

D�PD

�2

�1=2�
Kv

�
xi � vi

�
2

H0

3
5 ;

that is,
kzk2Z = �2

�
kvk2V � krk

2
V

�
; (8)

where r = (r0; r1; :::) 2 V is de�ned as

ri =

�
I �

D�PD

�2

�1=2�
Kv

�
xi � vi

�
; i � 0: (9)

Remark 2 From equation (8) we get kZ0
BKu

k � �, since

kzk2Z
kvk2V

= �2
�
1�

krk2V
kvk2V

�
� �2;

and the \maximizing" disturbance sequence would be in the feedback form
vi =

Kv

�
xi (ri = 0). Since x0 = 0, this feedback disturbance would be 0

and therefore it can only be optimal asymptotically. To obtain the strict
inequality of Lemma 1, we shall need condition (iii) of Theorem to assure

the invertibility of the operator eV de�ned next.

De�ne the operator eV 2 B[V ] as eV = 1
�
KvX

0
BKu

� I . That is, for every

v 2 V , eV (v) = ev = (~v0; ~v1; :::) =
1
�
KvX

0
BKu

(v)�v. We have the following
result.

Proposition 6 Consider the hypothesis of Lemma 1. Then eV 2 G[V ].

Proof: De�ne the operators eY 2 B[V ;X ] and ~Vinv 2 B[V ] as:

(a) for v = (v0; v1; :::) 2 V , eY (v) = (~y0; ~y1; :::) is given by

~yi+1 =

 
A0 �BKu +

1

�
DKv +

1X
k=1

Akhwi; eki

!
~yi �Dvi; (10)

13
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for i � 0 and ~y0 = 0. Note that, from condition (iii) of the Theorem,

r((F#
BKu

) 1
�
D(�Kv)

) < 1, and therefore from Proposition 2, eY 2 B[V ;X ].

(b) ~Vinv = 1
�
Kv
eY � I . That is, for v 2 V , ~Vinv(v) = ~s = (~s0; ~s1; :::) =

1
�
Kv
eY (v)� v. Since eY 2 B[V ;X ], it follows that ~Vinv 2 B[V ]. Notice that

from (10), eY (v) = X0
BKu

(~s) (11)

and eY (~v) = X0
BKu

(v): (12)

Let us show that eV ~Vinv = ~Vinv eV = I . Indeed from (11),

eV ~Vinv(v) = eV (~s) = 1

�
KvX

0
BKu

(~s)� ~s

=
1

�
KvX

0
BKu

(~s)�

�
1

�
Kv
eY (v) � v

�

= v +
1

�
Kv

�
X0
BKu

(~s)� eY (v)� = v

and from (12),

~Vinv eV (v) = ~Vinv(~v) =
1

�
Kv
eY (~v)� ~v

=
1

�
Kv
eY (~v)��1

�
KvX

0
BKu

(v) � v

�

= v +
1

�
Kv

�eY (~v)�X0
BKu

(v)
�
= v

which shows that eV �1 = ~Vinv 2 B[V ]. ut

We can now proceed to the proof of Lemma 1.

Proof of Lemma 1: Consider �1 > 0 such that keV �1k < �1, and �2 > 0

such that I� D
�

PD

�2
� �22I . Since (1=�1)kvkV � keV �1k�1kvkV � keV (v)kV

for any v 2 V , we conclude from (9) that

krk2V =

1X
i=0

��
I �

D�PD

�2

��
1

�
Kvxi � vi

�
;

�
1

�
Kvxi � vi

��
H0

� �22

1X
i=0

1�Kvxi � vi


2

H0

= �22

1X
i=0

k[eV (v)]ik2H0 = �22k
eV (v)k2V � �22

�21
kvk2V ; (13)

14
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and replacing (13) in (8) we obtain, for every v 6= 0 in V ,

kzk2Z
kvk2V

� �2
�
1�

�22
�21

�
< �2

or, in other words, kZ0
BKu

k < �. ut

7 Necessary Condition

In this section we shall prove the necessity part of the Theorem, which
reads as follows.

Lemma 2 For � > 0 �xed, suppose that (M;F) is detectable (cf [3]) and
there exists K 2 �B such that kZ0

BK
k < �. Then there exists P 2 B+[H ]

satisfying conditions (i), (ii) and (iii) of Theorem.

From the Theorem in [3], there exists a unique L 2 B+[H ] such that

M = L�F#(L) + F �LB(I +B�LB)�1B�LF = L�F#
BKL

(L)�K�
LKL;

(14)
where

KL = (I +B�LB)�1B�LF 2 �B : (15)

For any q = (q0; q1; :::) 2 U , x0 2 X0 and v = (v0; v1; :::) 2 V , we set
throughout this section

x = (x0; x1; :::) = XBKL
(x0;v;q) (16:a)

and
z = (z0; z1; :::) = ZBKL

(x0;v;q): (16:b)

Set J = X0 � V � U (as we shall see in the proof of Proposition 9 below,
J will play the role of H0 in Proposition 7) and, for (x0;v;q) 2 J ,

J(x0;v;q) =

1X
i=0

�
kM1=2xik

2
H + kuik

2
H00 � �2kvik

2
H0

�

= kZBKL
(x0;v;q)k

2
Z � �2kvk2V :

In order to prove Lemma 2 we follow a dynamic game approach similar
to the one used for the linear deterministic case, and solve the following
minimax problem:

bJ(x0) = sup
v2V

inf
q2U

J(x0;v;q) for every x0 2 X0:

15
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This minimax problem will be solved by using twice the following result,
due to Yakubovich [24], which was presented in [9, p.11].

Proposition 7 Consider a Hilbert space H0 and a quadratic form J(�) =
hS�; �i, � 2 H0 with S 2 B[H0], S = S�. Let M0 be a closed subspace of

H0 andM a translation ofM0 by an element m 2 H0 (i.e., M =M0+m).
Suppose that the following condition is satis�ed:

inf
�2M0

hS�; �i

h�; �i
> 0:

Then there exists a unique element e� 2M such that J(e�) = inf�2M J(�),

where e� is given by e� = p + m with p 2 M0 and p = Gm for some

G 2 B[H0].

We shall now solve the �rst of the minimax problem, that is,

eJ(x0;v) = inf
q2U

J(x0;v;q) for every x0 2 X0;v 2 V :

The solution to this problem will follow as an application of Proposition 7.
But before using Proposition 7 we need to establish the next result which
ensures that the hypothesis of Proposition 7 are satis�ed.

Proposition 8 Consider the hypothesis of Lemma 2. Let L, KL be as in

(14) and (15) respectively. For every x0 2 X0 and q 2 U ,

kZBKL
(x0;0;q)k

2
Z =

1X
i=0

�
kM1=2xik

2
H + kuik

2
H00

�

= kL1=2x0k
2
H +

1X
i=0

k (I +B�LB)
1=2

qik
2
H00 : (17)

Proof: Set Vi = E(qi � qi). By using similar arguments as those in Propo-
sition 5 and from (15) we get

tr (LFBKL
(Qi)) = tr

�
F#
BKL

(L)Qi

�
;

kL1=2xik
2
H = tr (LQi) ;

kqik
2
H = tr (Vi) ;

hKLxi; qiiH00 = h(I + B�LB)KLxi; qiiH00 � hB�LBKLxi; qiiH00

= hB�LFxi; qiiH00 � hB�LBKLxi; qiiH00

= hB�LFBKL
xi; qiiH00 = tr (LE(FBKL

xi �Bqi)) :

16
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Hence, from (2), (14) and recalling that kL1=2xi+1k
2
H = tr (LQi+1), we

conclude

kL1=2xi+1k
2
H � kL

1=2xik
2
H

= tr (L (FBKL
(Qi) +E(FBKL

xi �Bqi) +E(FBKL
xi �Bqi)

� +BViB
�))

� tr (LQi) = tr
��
F#
BKL

(L)� L
�
Qi

�
+ hKLxi; qiiH00

+ hqi;KLxiiH00 + tr ((I +B�LB)Vi)� tr(Vi)

= �tr ((M +K�
LKL)Qi) + hKLxi; qiiH00 + hqi;KLxiiH00

+ k(I +B�LB)1=2qik
2
H00 � kqik

2
H00 = �

�
kM1=2xik

2
H + kKLxik

2
H00

�
+ hKLxi; qiiH00 + hqi;KLxiiH00 + k(I +B�LB)1=2qik

2
H00

� kqik
2
H00 = �

�
kM1=2xik

2
H + kqi �KLxik

2
H00

�
+ k(I +B�LB)1=2qik

2
H00 = �

�
kM1=2xik

2
H + kuik

2
H00

�
+ k(I +B�LB)1=2qik

2
H00 :

Summing up over i from 0 to 1 and recalling that kxikH ! 0 as i ! 1

(since that r(F#
BKL

) < 1, cf. Proposition 2) we get (17). ut

We can now apply Proposition 7 and solve the �rst of the minimax
problem.

Proposition 9 Consider the hypothesis of Lemma 2. For each x0 2 X0

and v 2 V there exists a unique element ~q 2 U such that eJ(x0;v) =
J(x0;v; ~q) = infq2U J(x0;v;q). Moreover, there exists G 2 B[V ;U ] such
that ~q = Gv.

Proof: Initially note that

J(x0;v;q) = hZBKL
(x0;v;q);ZBKL

(x0;v;q)iZ � h(0; �2v;0); (x0;v;q)iJ

= hZ�BKL
ZBKL

(x0;v;q); (x0;v;q)iJ � h(0; �
2v;0); (x0;v;q)iJ

= hS(x0;v;q); (x0;v;q)iJ ;

where S(x0;v;q) = Z�
BKL

ZBKL
(x0;v;q) � (0; �2v;0). Note that J is a

Hilbert space, S 2 B[J ] and S = S�. Set M0 = f(x0;v;q) 2 J ; x0 =
0;v = 0g and, for x00 2 X0, v

0 2 V ,M =M0+m = f(x0;v;q) 2 J ; x0 =
x00;v = v0g where m = (x00;v

0;0). M0 is a closed subspace of J and M a
translation of M0 by an element m. From (17) we have

inf
�2M0

hS�; �iJ

h�; �iJ
= inf

q2U

kZBKL
(0; 0;q)k2Z
kqk2U

=

= inf
q2U

k (I +B�LB)
1=2

qk2U
kqk2U

� 1

17
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and, according to Proposition 7, there exists a unique element e� 2 M
such that J(e�) = inf�2M J(�), where e� = p +m, p = (0;0; ~q) 2 M0 and
p = G0m for some G0 2 B[J ]. Thus G0m = G0(x00;v

0;0) = (0;0; ~q). Also
note from (17) that we must have G0(x00;0;0) = (0;0;0) and hence, for
some G 2 B[V ;U ], ~q = Gv where J(x0;v; ~q) = infq2U J(x0;v;q). ut

We shall now solve the second of the minimax problem. For that we
introduce the following operators eX and �X in B[X0 � V ;X ] and eZ and
�Z in B[X0 � V ;Z ]: for x0 2 X0 and v = (v0; v1; :::) 2 V , eX(x0;v) =

XBKL
(x0;v; Gv), eZ(x0;v) = ZBKL

(x0;v; Gv),

�X(x0;v) = (�x0; �x1; :::) = XBK(x0;v;0);

and
�Z(x0;v) = (�z0; �z1; :::) = ZBK(x0;v;0); (18)

where K is as in Lemma 2. Set D = X0 � V which, in the proof of Propo-
sition 11, will play the role of H0 in Proposition 7. The following result is
needed in order to use Proposition 7 to solve the second minimax problem.

Proposition 10 Consider the hypothesis of Lemma 2. For (x0;v) 2 D,

k eZ(x0;v)k2Z � �2kvk2V � k �Z(x0;v)k
2
Z � �2kvk2V :

Proof: For any q 2 U ,

k eZ(x0;v)k2Z � �2kvk2V � kZBKL
(x0;v;q)k

2
Z � �2kvk2V

and, choosing q = (q0; q1; :::) as qi = KLxi�Kxi, i � 0, where xi is de�ned
as in (16), we get xi = �xi, i � 0, where �xi is de�ned as in (18), and thus
ZBKL

(x0;v;q) = �Z(x0;v). Note that indeed q 2 U . ut

From the hypothesis of Lemma 2, K 2 �B is such that for every v 6= 0

in V , kZ0
BK

(v)kZ < �kvkV , and hence we can �nd � > 0 such that

kZ0
BK

(v)k2Z
kvk2V

< �2 � �2; (19)

and from Proposition 10 it follows that, for every v 2 V ,

�2kvk2V � �2kvk2V � k
�Z(0;v)k2Z � �2kvk2V � k

eZ(0;v)k2Z :
Thus

inf
v2V

 
�2kvk2V � k

eZ(0;v)k2Z
kvk2V

!
� �2: (20)

18
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Next we shall solve the second minimax problem. For (x0;v) 2 D,

eJ(x0;v) = k eZ(x0;v)k2Z � �2kvk2V

= h eZ� eZ(x0;v); (x0;v)iD � h(0; �2v); (x0;v)iD
= heS(x0;v); (x0;v)iD;

where eS(x0;v) = eZ� eZ(x0;v) � �2(0;v). D is a Hilbert space, eS 2 B[D]

and eS = eS�. The following result follows.
Proposition 11 Consider the hypothesis of Lemma 2. For each x0 2 X0

there exists a unique element bv 2 V such that � bJ(x0) = (� eJ(x0; bv)) =
infv2V(� eJ(x0;v)). Moreover, for some T 2 B[X0; V ], bv = Tx0.

Proof: Set

~M0 = f(x0;v) 2 D; x0 = 0g;

fM = ~M0 + em = f(x0;v) 2 D; x0 = ~x0g;

where em = (~x0; 0) 2 D. ~M0 is a closed subspace of D and fM a translation
of ~M0 by the element em. Note from (20) that

inf
�2 ~M0

 
�
heS�; �iD
h�; �iD

!
� �2 > 0

and, according to Proposition 7, there exists a unique element b� 2 fM such
that (� eJ(b�)) = inf

�2 eM(� eJ(�)) where b� = ep + em, ep = (0; bv) 2 ~M0 and

ep = eT em for some eT 2 B[D]. Therefore, eT em = eT (~x0;0) = (0; bv) and,

for some T 2 B[X0;V ], bv = Tx0 where (� eJ(x0; bv)) = infv2V(� eJ(x0;v)).
ut

We have solved the minimax problem posed initially, with Gv 2 U
providing the minimizing control for the minimization problem de�ned byeJ(x0;v) above and Tx0 providing the maximizing disturbance for the max-
imization problem de�ned by bJ(x0) above. We shall now construct the
operator P 2 B+[H ] which will satisfy conditions (i), (ii) and (iii) of The-

orem. De�ne the operators bX 2 B[X0;X ] and bZ 2 B[X0;Z ] in the follow-

ing way: for x0 2 X0, bX(x0) = eX(x0; Tx0) = XBKL
(x0; Tx0; G(Tx0)),bZ(x0) = eZ(x0; Tx0) = ZBKL

(x0; Tx0; G(Tx0)). Therefore bX(x0) andbZ(x0) give the state sequence and output sequence when the maximiz-
ing disturbance Tx0 for v and the minimizing control G(Tx0) for q are

19
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used. Note that bJ(:) : X0 ! IR+ is given by

bJ(x0) = sup
v2V

inf
q2U

J(x0;v;q)

= sup
v2V

(k eZ(x0;v)k2Z � �2kvk2V)

= � inf
v2V

(� eJ(x0;v)) = eJ(x0; Tx0)
= k bZ(x0)k2Z � �2kTx0k

2
V � k eZ(x0; 0)k2Z � 0

and indeed bJ(x0) � 0. De�ne the operators P 2 B+[X0] and P 2 B+[H ]
as follows. Set

P = bZ� bZ � �2T �T;

and let P be an operator from H into H given by

Px = E(Px) for each x 2 H � X0: (21)

From the properties of the expected value operator E (cf. [12]) it is easy
to verify that P in fact is a bounded linear operator. Note that for every
x0 2 X0,

0 � bJ(x0) = h bZ(x0); bZ(x0)iZ � �2hTx0;Tx0iV

= h( bZ� bZ � �2T �T )(x0);x0iX0
= hPx0;x0iX0

and, from the de�nition of the expected value operator, for every x 2 H ,

0 � bJ(x) = hPx;xiH = E(hPx;xi) = hE(Px);xi = hPx;xi

showing that indeed P � 0 and P � 0. It remains to show that P satis�es
conditions (i), (ii) and (iii) of Theorem. We shall do this by considering
a truncated minimax problem, the truncation being on the \disturbance"
space V , and then proving that the truncated problem converges to the
original one. Set

Sn = fv = (v0; v1; :::) 2 V ; vn+i = 0 for i � 0g;

and

bJn(x0) = sup
v2Sn

�
k eZ(x0;v)k2Z � �2kvk2V

�

= sup
v2Sn

�
kZBKL

(x0;v; Gv)k
2
Z � �2kvk2V

�
� k eZ(x0;0)k2Z � 0;
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with x0 2 X0 and, for every v = (v0; v1; :::) 2 V , set gn 2 B[V ;Sn] as

gn(v) = (v0; :::; vn�1; 0; 0; :::):

Proposition 12 Consider the hypothesis of Lemma 2. For every x0 2 X0,

0 � bJn(x0) " bJ(x0) as n!1.

Proof: Since Sn � Sn+1 � V it is clear that bJn(x0) � bJn+1(x0) � bJ(x0)
and �

k eZ(x0; gn(T (x0)))k2Z � �2kgn(T (x0))k
2
V

�
� bJn(x0) = sup

v2Sn

k eZ(x0;v)k2Z � �2kvk2V

� sup
v2V

�
k eZ(x0;v)k2Z � �2kvk2V

�
= bJ(x0)

=
�
k eZ(x0; (T (x0)))k2Z � �2kT (x0)k

2
V

�
:

Since gn(T (x0)) ! T (x0) as n ! 1, we have, by continuity of the norm

and of eZ(x0; :), the desired result. ut

De�ne the sequence Pn 2 B[H ], n � 0, and Kun 2 B[H;H 00], Kvn 2
B[H;H 0], n � 1, as follows:

P0 = L

Pn+1 =M + (F#
BKun+1

) 1
�

(Pn) +K�
un+1Kun+1 �K�

vn+1Kvn+1 (22)

for n � 0, where

Kun+1 = (I +B�PnB)
�1B�PnF 1

�
D(�Kvn+1)

2 B[H;H 00] (23)

Kvn+1 = (I �
D�PnD

�2
)�1

1

�
D�PnFBKun+1

2 B[H;H 0]: (24)

That is,

Kun+1 =

 
I +B�PnB +

B�PnD

�2

�
I �

D�PnD

�2

��1
D�PnB

!�1
 
B�

 
I +

PnD

�2

�
I �

D�PnD

�2

��1
D�

!
PnF

!
;

Kvn+1 =

�
I �

D�PnD

�2
+
D�PnB

�2
(I +B�PnB)

�1
B�PnD

��1
�
D�

�

�
I � PnB(I +B�PnB)

�1B�
�
PnF

�
; (25)
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where the inverse of the above operators will be established in the next
proposition. For each n � 0 de�ne the operators bXn 2 B[X0;X ], bZn 2
B[X0;Z ] and Tn 2 B[X0;Sn] as follows (see Remark 3 below): for every
x0 2 X0,

bxni+1 =
 
A0 +

1X
k=1

Akhwi; eki

!
bxni +Dbvni +Bbuni; bxn0 = x0; i � 0

buni =
�
�Kun�ibxni if n� i� 1 � 0
�KLbxni otherwise

i � 0

bvni =
�

1
�
Kvn�ibxni if n� i� 1 � 0

0 otherwise
i � 0

bzni =
�
M1=2bxnibuni

�
i � 0

and Tn(x0) = bvn = (bvn0; bvn1; :::), bXn(x0) = (bxn0; bxn1; :::), bZn(x0) =
(bzn0; bzn1; :::) (note that for i � n, bvni = 0 and buni = �KLbxni and since

r((F#
BKL

)) < 1, it follows that the linear operators Tn, bXn and bZn are
indeed bounded).

Proposition 13 Consider the hypothesis of Lemma 2. For each n � 0,

(a) Pn 2 B+[H ],

(b) I � D
�

PnD

�2
� �

2

�2
I (� de�ned in (19)),

(c) bXn(x0) = eX(x0; bvn) = XBKL
(x0; bvn; Gbvn),bZn(x0) = ~Zn(x0; bvn) = ZBKL
(x0; bvn; Gbvn),

(d) bJn(x0) = kP
1=2
n x0k

2
H = k bZn(x0)k2Z � �2kTn(x0)k

2
V

= k eZ(x0; Tn(x0))k2Z � �2kTn(x0)k
2
V .

Remark 3 Statement (d) says that Tn(x0) provides the maximizing dis-

turbance of the optimization problem de�ned by bJn(x0) with bJn(x0) =

kP
1=2
n x0k

2
H, while statement (c) says that

bXn(x0) and bZn(x0) give the state
sequence and output sequence when the maximizing disturbance Tn(x0) for
v and the minimizing control G(Tn(x0)) for q are used.

Proof: The proof goes by induction on n.

For n = 0 we get P0 = L 2 B+[H ], T0(x0) = 0, bX0(x0) = eX(x0;0) =

XBKL
(x0;0;0), bZ0(x0) = eZ(x0;0) = ZBKL

(x0;0;0) and, from (17), it
follows that for every x0 2 X0,

bJ0(x0) = k eZ(x0;0)k2Z = kZBKL
(x0;0;0)k

2
Z = kL1=2x0k

2
H
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showing (a), (c) and (d). For any v0 2 V0 consider the sequence v =
(v0; 0; 0; :::) 2 V and note that

kZ0
BKL

(v)k2Z = kZBKL
(Dv0;0;0)k

2
Z = k eZ(Dv0;0)k2Z

= kL1=2Dv0k
2
H = hD�LDv0; v0iH0 ;

kZ0
BK

(v)k2Z = kZBK(Dv0;0;0)k
2
Z = k �Z(Dv0;0)k

2
Z ;

so that, from Proposition 10, we obtain

k eZ(Dv0;0)k2Z � k �Z(Dv0;0)k
2
Z

and from (19) it follows that

hD�LDv0; v0iH0 � �2kv0k
2
H0 =

= k eZ(Dv0; 0)k2Z � �2kv0k
2
H0 � k �Z(Dv0; 0)k

2
Z � �2kv0k

2
H0

= kZ0
BK(v)k

2
Z � �2kvk2V � ��2kvk2V = ��2kv0k

2
H0

which shows that, for every v0 2 H 0 � V0,��
I �

D�LD

�2

�
v0; v0

�
�

�2

�2
kv0k

2:

Now we shall verify that, if the assertion holds for n, then it holds for n+1.
Suppose the results holds for n. Then, for any x0 2 X0 (see [1], Theorems
2.4 and 3.1),

bJn+1(x0) = sup
v02V0

inf
q02U0

�
kz0k

2
H000 � �2kv0k

2
H0 + kP 1=2

n
x1k

2
H

�
; (26)

where u0 = �KLx0 + q0 and x1 is as in (1). Set

Wn = (I +B�PnB) 2 G+[H 00]

Nn+1 = (I +B�PnB)
�1B�PnF =W�1

n B�PnF

P 0
n+1 = F#(Pn) +M �N�

n+1(I +B�PnB)Nn+1

bu0(x0; v0) =W�1
n

(B�PnFx0 +B�PnDv0)

= Nn+1x0 +W�1
n B�PnDv0; x0 2 X0; v0 2 V0 (27)
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and therefore

Wnbu0(x0; v0) = B�PnFx0 +B�PnDv0:

For simplicity we set bu0 = bu0(x0; v0). A trivial but somewhat lengthy
algebraic manipulation, similar to the one in the proof of Proposition 5,
leads to

kP 1=2
n x1k

2
H � hP

0
n+1x0;x0iH

= �
�
kM1=2x0k

2
H + ku0k

2
H00

�
+ hD�PnFx0; v0iH0 + hv0;D

�PnFx0iH0

+ hD�PnDv0; v0iH0 + hWn(bu0 + u0); (bu0 + u0)iH00

+ h(D�PnBW
�1
n

B�PnD)v0; v0)iH0

� h(B�PnFx0 +B�PnDv0);W
�1
n

B�PnDv0iH00

� hW�1
n

B�PnDv0; (B
�PnFx0 +B�PnDv0)iH00 :

De�ning

Un = D�
�
I � PnB(I +B�PnB)

�1B�
�
PnF (28)

and

En = �2
�
I �

D�PnD

�2
+
D�PnB

�2
(I +B�PnB)

�1
B�PnD

�
2 G+[H 0]

(29)
we get

kP 1=2
n

x1k
2
H +

�
kM1=2x0k

2
H + ku0k

2
H00 � �2kv0k

2
H0

�
= hP 0

n+1x0;x0iH � kE
1=2
n

v0k
2
H0 + hEn(E

�1
n
Unx0); v0iH0

+ hv0;En(E
�1
n
Unx0)iH0 + hEn(E

�1
n
Unx0); (E

�1
n
Unx0)iH0

� hEn(E
�1
n
Unx0); (E

�1
n
Unx0)iH0 + hWn(bu0 + u0); (bu0 + u0)iH00

= h
�
P 0
n+1 + U�

n
E�1
n
Un
�
x0;x0iH + kW 1=2

n
(bu0 + u0)k

2
H00

� kE1=2
n

�
v0 �E�1n Unx0

�
k2H0 :

From the above expressions it follows that the minimax problem de�ned in
(26) is solved with:

q0 = �bu0 +KLx0 = �(I +B�PnB)
�1B�Pn(Fx0 +Dv0) +KLx0

v0 = E�1
n
Unx0 =

1

�
Kvn+1x0;
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and thus,

q0 = KLx0 �
�
(I +B�PnB)

�1B�PnF 1
�
D(�Kvn+1)

�
x0 = (KL �Kun+1)x0:

Moreover, for any x0 2 X0,

bJn+1(x0) = h
�
P 0
n+1 + U�

n
E�1
n
Un
�
x0;x0iH = hPn+1x0;x0iH � 0

where, according to (25), (27), (28), (29), Pn+1 � 0 is given by

Pn+1 = P 0n+1 + U�nE
�1
n Un

= F#(Pn) +M �N�
n+1 (I +B�PnB)Nn+1

+K�
vn+1

�
I �

D�PnD

�2

�
Kvn+1

+K�
vn+1

D�PnB

�
(I +B�PnB)

�1 B
�PnD

�
Kvn+1:

Thus,

Pn �F
#(Pn) +N�

n+1 (I +B�PnB)Nn+1

=M + Pn � Pn+1 +K�
vn+1

�
I �

D�PnD

�2

�
Kvn+1

+K�
vn+1

D�PnB

�
(I +B�PnB)

�1 B
�PnD

�
Kvn+1

and (23) and Proposition 3, (c)) (b), lead to

Pn �F
#
BKun+1

(Pn) + (Nn+1 �Kun+1)
�
(I +B�PnB) (Nn+1 �Kun+1)

= Pn �F
#
BKun+1

(Pn) +K�
vn+1

D�PnB

�
(I +B�PnB)

�1 B
�PnD

�
Kvn+1

=M + Pn � Pn+1 +K�
un+1Kun+1 +K�

vn+1

�
I �

D�PnD

�2

�
Kvn+1

+K�
vn+1

D�PnB

�
(I +B�PnB)

�1 B
�PnD

�
Kvn+1;

that is,

Pn �F
#
BKun+1

(Pn) +K�
vn+1

�
D�PnD

�2
� I

�
Kvn+1

=M + Pn � Pn+1 +K�
un+1Kun+1
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and from (24) and Proposition 3, (c)) (a), it follows that

Pn+1 � (F#
BKun+1

) 1
�
D(�Kvn+1)

(Pn) =M +K�
un+1Kun+1 �K�

vn+1Kvn+1

which shows that Pn+1 satis�es (22), proving (a), (c), (d) for n+1. Consider
now (16) with x0 = 0 and v = (v0; v1; :::) 2 V , q = (q0; q1; :::) 2 U given
by: q0 = 0; v0 2 V0,

qi =
n
(KL �Kun+2�i)xi if n+ 1� i � 0;
0 otherwise

i � 1

vi =

�
1
�
Kvn+2�ixi if n+ 1� i � 0;

0 otherwise
i � 1

In other words, at time i = 0, we take x0 = 0 and consider any distur-
bance v0 2 V0, and for i � 1, we consider the maximizing disturbance
Tn+1(Dv0)) for the optimization problem bJn+1(Dv0) and the minimizing
control G(Tn+1(Dv0)) (note that this idea had already been applied for
n = 0 above). We get

kZBKL
(0;v;q)k2Z � �2kvk2V

= k bZn+1(Dv0)k2Z � �2kTn+1(Dv0)k
2
V � �2kv0k

2
H0

= hPn+1(Dv0); (Dv0)iH � �2kv0k
2
H0

and from Proposition 10,

k bZn+1(Dv0)k2Z � �2kTn+1(Dv0)k
2
V

= k eZ(Dv0; Tn(Dv0))k2Z � �2kTn(Dv0)k
2
V

� k �Z(Dv0; Tn(Dv0))k
2
Z � �2kTn(Dv0)k

2
V :

Equation (19) leads to

k �Z(Dv0; Tn(Dv0))k
2
Z � �2kTn(Dv0)k

2
V � �2kv0k

2
H0

= k �Z(0;v)k2Z � �2kvk2V � ��2kvk2V � ��2kv0k
2
H0

and thus, for every v0 2 H 0,

h(D�Pn+1D)v0; v0i � �2kv0k
2 � ��2kv0k

2;

which implies that��
I �

1

�2
D�Pn+1D

�
v0; v0

�
�

�2

�2
kv0k

2
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concluding the induction and the proof of the proposition. ut

We can now proceed to the proof of Lemma 2.

Proof of Lemma 2: Consider Pn and P as de�ned in (22) and (21)
respectively. We shall show that:

(I) Pn " P strongly as n!1 and P satis�es conditions (i) and (ii) of
Theorem,

(II) By setting bX(x0) = bx = (bx0; bx1; bx2; :::), bx0 = x0, we shall prove
that Tx0 = bv = (bv0; bv1; bv2; :::) = (Kv

�
bx0; Kv

�
bx1; Kv

�
bx2; :::) = Kv

�
bx,

and Gbv = q = (bq0; bq1; bq2; :::) = ((KL �Ku)bx0; (KL �Ku)bx1; (KL �
Ku)bx2; :::) = (KL �Ku)bx, and

(III) P satis�es condition (iii) of Theorem.

Lemma 2 will follow from (I) and (III). Let us prove (I) �rst. From
Propositions 12 and 13 we have, for each x 2 H ,

0 � bJn(x) = hPnx;xi � bJn+1(x) = hPn+1x;xi � bJ(x) = hPx;xi

which shows that 0 � Pn � Pn+1 � P . Thus fPn; n � 0g is a bounded
monotonic nondecreasing sequence of nonnegative operators, so that it con-
verges strongly to an operator P1 2 B+[H ] (see e.g. [21, p.79]). From
Proposition 12 it follows that, for any x 2 H ,

hP1x;xi = lim
n!1

hPnx;xi = hPx;xi

and thus (cf. [16, p.374]) P = P1. Since for every v0 2 H 0

��
I �

1

�2
D�PnD

�
v0; v0

�
�

�2

�2
kv0k

2

we get ��
I �

1

�2
D�PD

�
v0; v0

�
�

�2

�2
kv0k

2

which shows that
�
I � 1

�2
D�PD

�
� �

2

�2
I . By repeating the same argu-

ments as in the proof of Lemma in [3] it follows that, as n!1,

Kun

s
!Ku; K�

un

s
!K�

u; K�
unKun

s
!K�

uKu

Kvn

s
!Kv; K�

vn

s
!K�

v
; K�

vn
Kvn

s
!K�

v
Kv

(F#
BKun+1

) 1
�
D(�Kvn+1)

(Pn)
s
!(F#

BKu

) 1
�
D(�Kv)

(P ):
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Thus
P =M + (F#

BKu
) 1
�
D(�Kv)

(P ) +K�
uKu �K�

vKv

showing (I). Since bvn = Tn(x0) 2 Sn � V is a maximizing sequence for

sup
v2V

eJ(x0;v) = bJ(x0) = eJ(x0; bv) and bv is unique (Proposition 11) we
conclude, from the same arguments as in the proof of Proposition 3 in [19],

that bvn ! bv as n!1. From continuity of the operator eX it follows that,
as n!1,

bXn(x0) = (bxn0; bxn1; :::) = eX(x0; bvn)! eX(x0; bv) = bX(x0) = (bx0; bx1; :::)
which implies, in particular, that bxni ! bxi as n ! 1 for each i � 0.
From strong convergence of Kvn�i to Kv in B[H;H

0] (implied from strong
convergence in B[H;H 0], see [3]) as n!1, we get for each i � 0,

Kvn�ibxni ! Kvbxi as n!1;

(reason: if Tn
s
!T and xn ! x, then 0 � kTnxn � Txk � kTnxn � Tnxk+

kTnx� Txk � supm�0 kTmk kxn � xk+ k(Tn � T )xk ! 0 as n!1) and
thus,

bv = Tx0 =

�
Kv

�
bx0; Kv

�
bx1; :::

�
=
Kv

�
bx:

From continuity of G we get that Gbvn ! Gbv = q and, by repeating the
same arguments as above we conclude that, for each i � 0,

(KL �Kun�i)bxni ! (KL �Ku)bxi as n!1;

which shows that

bq = ((KL �Ku)bx0; (KL �Ku)bx1; :::) = (KL �Ku)bx
proving (II). Finally note that, for any x0 2 X0, bX(x0) = (bx0; bx1; :::) 2 X
where

bxi+1 =
 
A0 +

1X
k=1

Akhwi; eki

!
bxi +Dbvi +B(bqi �KLbxi)

=

 
A0 +

1X
k=1

Akhwi; eki

!
bxi +D

Kv

�
bxi �BKubxi

=

 
A0 �BKu +D

Kv

�
+

1X
k=1

Akhwi; eki

!
bxi; bx0 = x0

and condition (iii) of Theorem follows from Proposition 1, showing (III). ut
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Appendix

In this appendix we present the construction of the probability space
(
;�; �), X , Xn, V , Vn, U , Un, and Z , Zn which lead to the independence
conditions required in section 3. Let ( �
; ��; ��) be a probability space. For
any family of subsets G of �
 we denote by �(G) the �- �eld generated by
G. We denote by

Qn

i=0
�
 the product space formed by �
 (n possibly 1)

and

nY
i=0

�� = �fE0 � :::�En; Ei 2 ��; i = 0; :::; ng if n <1

1Y
i=0

�� = �

8<
:E0 � :::�Ek �

1Y
j=k+1

�
; Ei 2 ��; i = 0; :::; k; k = 0; 1; :::

9=
;

if n = 1. Then (cf. [20]) there exists a unique probability measure �
de�ned on

Q1
i=0

�� such that

�(E0 � :::�Ek �

1Y
j=k+1

�
) = �0(E0):::�k(Ek)

for Ei 2 ��, i = 0; :::; k, k = 0; 1; :::. Set 
 =
Q1

i=0
�
, � =

Q1
i=0� and,

for every n � 0,

�n = �

8<
:E0 � :::�En �

1Y
j=n+1

�
; Ei 2 ��; i = 0; :::; n

9=
;

= �

8<
:A�

1Y
j=n+1

�
; A 2

nY
i=0

��

9=
; � �

with � the unique probability measure de�ned on � with the property seen
above. This de�nes the probability space (
;�; �) of section 3. Consider
w 2 �H = L2( �
; ��, ��;H) and de�ne the stationary sequence of random
variables fwi 2 H; i � 0g (see notation in section 3) as follows: for
! = (�!0; �!1; :::) 2 
, set wi(!) = w(�!i+1), i � 0. In this way, it is readily
veri�able that fwi; i � 0g is an independent stationary random sequence.
De�ne X � l2(H) in the following way: x = (x0; x1; :::) belongs to X
if x 2 l2(H) (i.e, xi 2 H, i � 0, and kxk2

l2(H) =
P1

i=0 E(kxik
2) < 1)

and, for each i � 0, xi 2 L2(
;�i; �;H). We have that X is a closed
linear subspace of l2(H) and therefore a Hilbert space. In a similar way
we de�ne the Hilbert spaces V � l2(H

0);U � l2(H
00) and Z � l2(H

000) by
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replacing H and H in the de�nition of X by H 0 and H0, H 00 and H00, and
H 000 and H000 respectively. From these de�nitions it is easy to verify that
the independence properties of section 3 are satis�ed. Finally we say that
xn = (x0; x1; :::; xn) 2 Xn if xi 2 L2(
;�i; �;H) for each i = 0; 1; :::; n.
The de�nitions of Vn, Un and Zn are made in a similar way. Again it is
easy to verify from the above construction the independence properties of
section 3.
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