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H.T. Banks
y

K. Ito
y

Abstract

We present a variational framework based on sesquilinear forms

for Galerkin approximation techniques for state feedback control in

problems governed by in�nite dimensional dynamical systems. Both

parabolic and second order in time, hyperbolic partial di�erential

equations with unbounded input and unbounded observation opera-

tors are included as special cases of our treatment.

1 Introduction

In this paper we discuss the linear quadratic regulator (LQR) problem

for a class of (essentially parabolic) unbounded input or boundary control

problems. A variational framework using sesquilinear forms is developed

to treat Dirichlet and Neuman boundary control problems for parabolic

equations and strongly damped elastic systems. Using such a framework,

convergence of Galerkin approximations to solutions of Riccati equations is

also established. The boundary control problem for parabolic systems has

been studied extensively over the last two decades, inspired by the mono-

graph of J.L. Lions [21] (e.g., see [1, 8, 11, 27, 16] and the references cited

there). In a series of papers [19, 23, 24], Lasiecka and Triggiani obtain exis-

tence and regularity results for solutions to the operator Riccati equations

that appear in the linear quadratic regulator problem. The main tool in

their treatment is the theory of analytic semigroups. They have recently
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developed an approximation theory for Riccati solutions in a similar spirit

[25].

Our approach is very close in spirit to the studies by Lions [21] and

Sorrine [30] and extends the approximation theory developed by Banks

and Kunisch [6] to the case of unbounded input control operators. We

employ the Gelfand triple formulation (V � H = H� � V �) of elliptic
operators [21, 31, 29, 32] using coercive sesquilinear forms de�ned on V:
It follows from [31] that the V�coercive form de�nes a generator of an

analytic semigroup onH: The control forces through boundary or pointwise
actuators are represented by an input sesquilinear form de�ned on U � V
where U is the input space. Then the approximation methods are derived

by restricting these sesquilinear forms onto �nite dimensional subspaces of

V:
The objective of this paper is to explore to what extent one can develop

the sesquilinear form formulation to study unbounded input control prob-

lems and to establish a computationally feasible approximation theory for

linear quadratic regulator problems. These investigations were motivated

by [6] where our treatment originated, by [3] in which a similar treatment

has been developed within the context of parameter estimation problems,

and by the fact that many boundary control problems can be treated using

the sesquilinear forms. Some of our results can be found in the existing lit-

erature, but the approach here is new and, in some cases, greatly simpli�es

the technical details required to establish the results.

The results given here extend to the unbounded case the approximation

theory developed in [13, 6, 15] in which the input and output operators are

assumed to be bounded. The case of unbounded input operator has also

been discussed in [24] and [15].

The outline of the paper is as follows. In Section 2 we discuss the ba-

sic results for abstract parabolic control systems described by sesquilinear

forms and state the linear quadratic regulator problem we consider in this

paper. Also, several examples that can be readily treated by our formula-

tion are discussed. In Section 3 we summarize results for the optimal control

problem and Riccati equations. In Section 4 Galerkin approximations to

the LQR problem are formulated and a convergence theory is established

for the case where the output operator appearing in the quadratic cost is

bounded on H: In Section 5 we deal with the case when the output operator
is not bounded. Damped second order systems are treated in Section 6.

A few of the theorems and lemma are stated here without proofs. De-

tailed proofs can be found in the complete paper [4] (also, see a companion

paper [15]).
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2 Sesquilinear Forms and Parabolic Control Systems

Assume V and H are complex Hilbert spaces and V � H with continuous

dense injection. Let V � denote the topological (conjugate) dual space of V .
We identifyH with its dual, so that V ,! H = H� ,! V � in a Gelfand triple
[32]. The duality product h�;  iV �;V on V ��V is the unique extension by

continuity of the scalar product h�;  iH of H de�ned on H � V . Consider
a sesquilinear form � on V (i.e., � : V � V ! Cl ) such that

j�(�;  )j � Cjj�jjV jj jjV for �;  2 V (2:1)

Re �(�; �) � !jj�jj2V � �jj�jj2H for � 2 V (2:2)

where ! > 0. It then follows from [31, Lemma 3.6.1] that if A 2 L(V; V �)
is de�ned by

�(�;  ) = h�A�;  iV �;V for all �;  2 V; (2:3)

then for Re� � �; � 6= �;

jj(�I �A)�1�jjV �
jj�jjV �

!
for � 2 V � (2:4)

jj(�I �A)�1�jjH �
M0

j�� �j
jj�jjH for � 2 H (2:5)

jj(�I �A)�1�jjV � �
M0

j�� �j
jj�jjV � for � 2 V � (2:6)

where M0 = 1+C=!. The dual or adjoint operator A� 2 L(V; V �) de�ned
by

�(�;  ) = h�;�A� iV;V � for all �;  2 V (2:7)

also satis�es the estimates (2.4)�(2.6). Moreover, (2.6) for A� implies that

for Re � � �; � 6= �;

jj(�I �A)�1�jjV �
M0

j�� �j
jj�jjV for � 2 V: (2:8)

In fact, for � 2 V we have

jh(�I �A)�1�;  iV;V � j = jh�; (�I �A�)�1 iV;V � j

� jj�jjV
M0

j�� �j
jj jjV � for all  2 V �:

This implies (2.8). It thus follows from [26, Chap. 2, Theorem 5.2] (see

also [31]) that A generates an analytic semigroup S(t) on H;V and V �
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where domH(A) = f� 2 V : j�(�;  )j � k�k kH for all  2 V g. Following
conventional notation (see [31]) we will not distinguish between the semi-

groups in V;H; V � since each involves either a restriction or extension of

one of the others. From (2.1) one can show that domV �(A), the domain of

the in�nitesimal generator A of the semigroup S(t) de�ned on V �; satis�es

domV �(A) = f� 2 V : A� 2 V �g = V: (2:9)

In addition, we have that A� generates the adjoint semigroup S�(t) on H
[31, 26] and moreover the dual of the semigroup S(t) de�ned on V � equals
S�(t)jV , the restriction of S�(t) on V ; i.e.,

(S(t) on V �)� = S�(t)jV : (2:10)

It follows from [18, Theorem IX.1.19] that if t ! f(t) 2 V � is contin-

uously di�erentiable and � 2 V = domV �(A), then for t � 0 the function

t! z(t) de�ned by

z(t) = S(t)�+

Z t

0

S(t� s)f(s)ds (2:11)

satis�es z(t) 2 V; is continuously di�erentiable in V �, and satis�es

d

dt
z(t) = Az(t) + f(t) in V �: (2:12)

Now, from [21], [31], [32], we have

Theorem 2.1 For � 2 H and f 2 L2(0; T ;V �), (2.12) has a unique

solution z 2 L2(0; T ;V )\H1(0; T ;V �) given by (2.11) and for some positive

constant M1

jjz(t)jj2H �M1(jj�jj
2
H +

Z t

0

jjf(s)jj2V �ds); t 2 [0; T ] (2:13)

Z T

0

jjz(s)jj2V ds �M1(jj�jj
2
H +

Z T

0

jjf(s)k2V �ds): (2:14)

From Thm. III.1.2 in [21], we have that t ! z(t) 2 H is continuous.

Thus from (2.11) and (2.13), for all f 2 L2(0; T ;V �), the function t !R t
0
S(t� s)f(s)ds 2 H is continuous and

jj

Z t

0

S(t� s)f(s)dsjj2H �M1

Z t

0

jjf(s)jj2V �ds (2:15)

jj

Z t

0

S�(t� s)f(s)dsjj2H �M1

Z t

0

jjf(s)jj2V �ds: (2:16)
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Moreover, we have (again from standard results and arguments) eg. see [4]

Theorem 2.2 Let us de�ne the sesquilinear forms �0 and �1 on V by

�0(�;  ) =
�(�;  ) + �( ; �)

2

�1(�;  ) =
�(�;  ) � �( ; �)

2

for �;  2 V:

Then � = �0 + �1, with �0 symmetric and �1 skew-symmetric, and

�0(�; �) = Re�(�; �) for � 2 V . De�ne A1 2 L(V; V
�) by

hA1�;  iV �;V = �1(�;  ) for all �;  2 V

and

domH(A1) = f� 2 V : j�1(�;  )j � k�k kH for all  2 V g:

Assume

domH(A1) � domH(A): (2:17)

Then if � = 0 and f 2 L2(0; T ;H) in (2.11), we have t ! z(t) 2
H1(0; T ;H) \ C(0; T ;V ) and there exists a constant M2 > 0 such that

Z t

0

jj _z(s)jj2Hds+ jjz(t)jj
2
V �M2

Z t

0

jjf(s)jj2Hds; t 2 [0; T ]: (2:18)

The condition (2.17) is satis�ed if we assume that for all �;  2 V

j�1(�;  )j � Kk�kV k kH (2:18a)

for some K > 0 since in this case domH(A1) = V (it is also satis�ed under

the milder condition (5.9) given in Section 5).

Assume U and Y are Hilbert spaces (U� = U and Y � = Y ). Con-

sider the �nite horizon optimal control problem: Minimize the quadratic

functional

J(0; T ;u; z0) =

Z T

0

(jjCz(t)jj2Y + jju(t)jj2U )dt+ hz(T ); Gz(T )i (2:19)

over u 2 L2(0; T ;U) subject to

d

dt
z(t) = Az(t) +Bu(t)

z(0) = z0 2 H:

(2:20)
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Here we assume u(t) is a U -valued control function, the input map B 2

L(U; V �), the observation map C 2 L(V; Y ), and G 2 L(H) is self-adjoint,

nonnegative de�nite. By Theorem 2.1, the minimization problem for (2.19)

is well-posed; i.e., given initial datum z0 2 H and u 2 L2(0; T ;U), the
cost J(u; z0) is �nite. We will analyze the solution of (2.19)-(2.20) and its

in�nite horizon analogue in terms of Riccati operators in Section 3 and show

convergence of Galerkin approximations of solutions to Riccati equations

in Section 4.

Let us conclude this section by discussing some motivating examples of

some importance in applications.

Example 1 (Parabolic systems with boundary control)

Let 
 be either a polygonal domain in <n; n � 3 or a bounded domain

of <n; n � 3 with C2-boundary �. We consider the control problem for

(2.19) with Neuman boundary control system:

@

@t
z = 5(a5 z) + b5 z + cz in 
;

z(0) = � 2 L2(
)

a
@

@�
zj� = u(t)

(2:21)

where z = z(t) 2 L2(
); u = u(t) 2 L2(�) and @
@�

is the normal derivative

on �: To write this in abstract form (2.20), without loss of generality we

use the real Hilbert spaces H = L2(
); V = H1(
); U = L2(�) and de�ne

a real valued sesquilinear form � on V (the complexi�cation of spaces and

forms is readily done in the usual way) by

�(�;  ) =

Z



(a(x)5�5 � b(x)5� � c(x)� )dx (2:22)

where a; b; c 2 L1(
) and a(x) � ! > 0 a.e. in 
. We consider the input

map B : U ! H given by

hBu;  i = hu;  j�iL2(�) for all  2 H1(
): (2:23)

As above we de�ne A 2 L(V; V �) via h�A�;  i = �(�;  ) and take

domH(A) = f� 2 V jA� 2 Hg: In the general case, domH(A) is di�-

cult to characterize precisely. But if we de�ne �1 as in Theorem 2.2 (i.e.,

as the skew-symmetric part of �), then one can readily argue that (2.18a)

and hence (2.17), holds in the case that b � �̂ = 0 on �. Moreover, in the spe-

cial case that b = 0 and a possesses su�cient smoothness (e.g., a 2 C2(
));
it can be shown that

domH(A) = domH(A
�) = f� 2 H2(
) j

@�

@�
j� = 0g: (2:24)
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In any case, we have for � 2 domH(A) that A� = A� where A is formally

given by

A� =5(a5 �) + b5 �+ c�: (2:25)

We next consider the Dirichlet boundary control problem consisting of

minimizing (2.19) subject to

@

@t
z(t; �) =4z(t; �) in 


(2.26)

z(t) = u(t) on �

where 4 denotes the Laplacian and U = L2(�): To cast this problem in

the context of (2.20), we take V = L2(
); H = H�1(
) = H1
0 (
)

� in

a Gelfand triple setting V ,! H ,! V � with H�1(
) the pivot space.

We thus identify H and H� through the Riesz map and but of course do

not identify V = L2(
) and V �: As usual, the duality pairing h�; �iV �;V is

the extension by continuity of the inner product h�; �iH = h�; �iH�1(
) from

H � V = H�1(
) � L2(
) to V � � V: We recall that R = (�4)�1 de�nes

an isometric isomorphism from H�1(
) onto H1
0 (
) (see [32], [14]) and

moreover for � 2 H�1(
) and � 2 L2(
) we have

h�; �iH�1(
) = h�; (�4)�1�iL2(
): (2:27)

We de�ne � on V = L2(
) by

�(�;  ) =

Z



� dx = h�;  iL2(
)

and B 2 L(U; V �) by

hBu; �iV �;V = h�u;
@

@�
(�4)�1�j�iL2(�) (2:28)

for any � 2 V = L2(
): Note that for � 2 L2(
) we have  = (�4)�1�

is in H2(
) \H1
0 (
) so that

@ 
@�
2 H

1

2 (�) (see [32, p. 127]). Thus we may

consider the abstract system

h
@z(t)

@t
; �iV �;V + �(z(t); �) = hBu(t); �iV �;V (2:29)

which is in the form (2.20). To see that this is an abstract formulation

of (2.26), we consider (2.26) in the case where z 2 C(0; T ;H2(
)) \

C1(0; T ;L2(
)): Then by Green's formula ([14, p. 53] [32]) for all  2

H2(
) \H1
0 (
) we have

h4z;  iL2(
) = hz;4 iL2(
) � hz;
@ 

@�
j�iL2(�):
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Using (2.26) in this relationship we �nd

h
@z

@t
;  iL2(
) = hz;4 iL2(
) � hu;

@ 

@�
j�iL2(�):

If we choose  = (�4)�1� for � arbitrary in L2(
), this last equation can

be written as

h
@z

@t
; (�4)�1�iL2(
) = h�z; �iL2(
) + h�u;

@

@�
(�4)�1�j�iL2(�);

or, in view of (2.27) and (2.28),

h
@z

@t
; �iH�1(
) + hz; �iL2(
) = hBu; �iV �;V

which is just (2.29).

As a special case of the system in (2.21), for the one dimensional case,

one can also formulate the Dirichlet boundary control problem as a Neu-

mann problem. For simplicity of discussion, we consider the heat equation

@

@t
z(t; x) =

@2

@x2
z(t; x) on 
 = (0; 1) (2:30)

with boundary condition z(t; 0) = u(t); z(t; 1) = 0: We de�ne y(t; �) 2
H1(
)=R = f� 2 H1(
) :

R


�dx = 0g satisfying @

@x
y(t; x) = z(t; x): Then

(2.30) can be written as

@

@t
y(t; x) =

@2

@x2
y(t; x)

with
@

@x
y(t; 0) = u(t) and

@

@x
y(t; 1) = 0:

If we choose V = H1(0; 1)=R; H = L2(0; 1)=R; U = R1; Y = L2(0; 1);
and C = @

@x
; then this example can be cast into an abstract Neuman

boundary control problem as above.

Example 2 (Second order systems with damping)

We consider second order equations for w in the Hilbert space H0

d2

dt2
w(t) + 2A1=2 d

dt
w(t) +Aw(t) = Bu(t) (2:31)

d2

dt2
w(t) + 2A

d

dt
w(t) +Aw(t) = Bu(t) (2:32)

for w(t) 2 H0 with initial data w(0) = � 2 V0 �dom(A
1=2) and d

dt
w(0) =

 2 H0: Here A is a positive de�nite self-adjoint operator on H0, and

8
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 > 0 is the damping coe�cient. Equation (2.31) has often been studied,

for example, in [9], and leads to the so-called \structural damping" model.

Equation (2.32) has been studied in [28, 3] and numerous other places, and

is known as a model with Kelvin-Voigt damping. Special cases of these

equations include an Euler-Bernoulli beam equation in which A is de�ned

by

A� =
d4

dx4
� in L2(0; 1) (2:33)

with the appropriate boundary conditions. In general, A1=2 is not neces-

sarily a di�erential operator. But if we consider the boundary condition

(corresponding to hinged ends)

�(0) = �(1) = �00(0) = �00(1) = 0; (2:34)

then dom(A) = f� 2 H4(0; 1)j�(0) = �(1) = �00(0) = �00(1) = 0g and,

moreover, V0 = H2(0; 1) \H1
0 (0; 1) with

A1=2� = �
d2

dx2
� for � 2 V0: (2:35)

First we consider the system de�ned by (2.32). Let H = V0 � H0,

V = V0 � V0, and de�ne a sesquilinear form � on V by

�((�1; �2); ( 1;  2)) = hA�1;  2i � hh�2;  1ii+ 2hA�2;  2i; (2:36)

where hh ; ii is the inner product in V0 and A is the usual extension in

L(V0; V
�
0 ) given by hA�;  i = hA�;  iV �

0
;V0 = hA1=2�;A1=2 iH0

for �;  2
V0. Then

j�(�;  )j � 2(1 + )k�kV k kV for � = (�1; �2);  = ( 1;  2) 2 V;

and

Re�(�; �) � 2k�k2V � 2k�k2H ;

where for � = (�1; �2) 2 V

k�k2V = k�1k
2
V0

+ k�2k
2
V0
;

and

k�k2H = k�1k
2
V0

+ k�2k
2
H0
:

Hence (2.1) and (2.2) are satis�ed for the sesquilinear form � de�ned by

(2.36), and

A =

2
4 0 I

�A �2A

3
5 (2:37)
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generates an analytic semigroup on H , where

domH(A) = f(�;  )2H :  2V0 and A�+2A 2H0g : (2:38)

Note that domH(A) can be equivalently de�ned by

f(�;  ) 2 H :  2 V0 and �+ 2 2 domH0
(A)g :

We may also consider the di�erential operator A of (2.33) on H0 =

L2(0; 1) with the boundary conditions (corresponding to �xed-free ends or

a cantilevered beam)

�(0) = �0(0) = �00(1) = �000(1) = 0:

Then,

V0 = dom(A1=2) = f� 2 H2(0; 1) : �(0) = �0(0) = 0g;

hA�;  iV �
0
;V0 =

R 1
0
�00 00dx for �;  2 V0

with

k�k2dom(A1=2)
=

Z 1

0

j�00j2dx;

even though A1=2 is not a simple di�erential operator as in (2.35).

With (2.32) we may consider, for example, the input operator B de�ned

by

hBu;  i =

mX
i=1

ui

Z 1

0

�i(x) 
00(x)dx for u = col(u1; : : : ; um) 2 <

m = U

(2:39)
where �i 2 L

2(0; 1) represents the support of an ith moment control (such

controllers are realized using piezoceramic patch actuators). For example,

if �(x) is the characteristic function of the interval [0; x0]; x0 2 (0; 1); then
the control input will have the form

w00(t; x+0 )� w00(t; x�0 ) = u(t) (2:40)

for an undamped system, or more generally,

M(t; x+0 )�M(t; x�0 ) = u(t)

when the moment is given by M(t; x) = @2

@x2
w(t; x) + 2 @3

@t@x2
w(t; x) for a

Kelvin-Voigt damped beam.

Next we consider the system de�ned by (2.31). It is not di�cult to show

that if w(0) 2 dom(A) and _w(0) 2 dom(A1=2) and u � 0, then (2.31) has

10
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the solution w 2 C2(0; T ;H0) \ C
1(0; T ; dom(A1=2)) \ C(0; T ; dom(A))

(e.g., see [9]). Let

z1(t) =
p
1� 2A1=2w(t)

and

z2(t) =
d

dt
w(t) + A1=2w(t):

Then for w(0) 2 dom(A) and _w(0) 2 dom(A1=2)

8<
:

d
dt
z1 + A1=2z1 =

p
1� 2A1=2z2

d
dt
z2 + A1=2z2 = �

p
1� 2A1=2z1 :

(2:41)

Let H = H0�H0 and V = dom(A1=4)�dom(A1=4), and de�ne a sesquilin-

ear form � on V by

�((�1; �2);  1;  2)) = hA1=2�1;  1i �
p
1� 2hA1=2�2;  1i

+
p
1� 2hA1=2�1;  2i+ hA1=2�2;  2i:

(2:42)

Then, � satis�es (2.1) and (2.2) and yields an abstract system equivalent to

(2.41). If A is the di�erential operator given by (2.33) with the boundary

conditions (2.34), then

dom(A1=4) = f� 2 H1(0; 1) : �(0) = �(1) = 0g

hA1=2�;  i =

Z 1

0

�0 0dx for �;  2 dom(A1=4);

and

k�k2dom(A1=4)
=

Z 1

0

j�0j2dx:

For this system we may also consider the input operator de�ned by (2.39)

with �i 2 H
1(0; 1). If �(x) = �(x�x0) on [0; x0] and zero otherwise, then

the control input is of the form

w000(t; x+0 )� w000(t; x�0 ) = u(t);

which is shear control.

3 Riccati Equations

First we formulate the LQR problem for (2.19) using an operator theo-

retic framework as in [1], [13], [17]. Let L be the bounded linear operator

11



H.T. BANKS AND K. ITO

mapping from L2(0; T ;U) into L2(0; T ;Y ) de�ned by

(Lu)(t) = C

Z t

0

S(t� s)Bu(s)ds; t 2 (0; T ); (3:1)

and M be the bounded linear operator mapping from H into L2(0; T ;Y )
de�ned by

(M�)(t) = CS(t)�; t 2 (0; T ): (3:2)

Boundedness of the operators L and M follows from Theorem 2.1, the

boundedness assumptions B 2 L(U; V �) and C 2 L(V; Y ), and properties

of the semigroup S(t). For a given T > 0, de�ne the bounded linear

operators LT : L2(0; T ;U)! H and MT : H ! H by

LTu = G1=2

Z T

0

S(T � s)Bu(s)ds (3:3)

and

MT� = G1=2S(T )�: (3:4)

Then the cost functional (2.19) can be written as

J(u; z0) = kLu+Mz0k
2
L2(0;T ;Y )

+ kuk2L2(0;T ;U) + kLTu+MT z0k
2
H

and using standard arguments (e.g., see [27],[17]) we have

Theorem 3.1 Assume the sesquilinear form � satis�es (2.1) and (2.2).

Then for z0 2 H, the optimal control that minimizes (2.19) is given by

u�T = �(I + L�L+ L�TLT )
�1(L�M+ L�TMT )z0 (3:5)

and the self-adjoint operator �T on H, de�ned by

�T = (M�;M�
T )

2
4
2
4 I 0

0 I

3
5+

2
4 L

LT

3
5 [L� L�T ]

3
5
�10
@ M

MT

1
A (3:6)

satis�es

h�T z0; z0i = J(0; T ;u�; z0) = min
u
J(u; z0): (3:7)

Moreover, if we assume C 2 L(H;Y ) and G 2 L(V �; V ), and either (i) Y
is �nite dimensional or (ii) � satis�es (2.17), in addition to (2.1)-(2.2),

then �T 2 L(V
�; V ) and the optimal control u� is given by

u�(t) = �B��T (t)z(t) (3:8)

where �T (t) � �T�t satis�es the di�erential Riccati equation�
d

dt
�T (t) +A

��T (t) + �T (t)A��T (t)BB
��T (t) + C�C

�
� = 0 (3:9)

12
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for all � 2 V and z(t) is the corresponding optimal trajectory.

Remark 3.2

(1) The condition (i) or (ii) appearing in Theorem 3.1 is used only to argue

(e.g., [4])

kCS(t)�kL2(0;T ;Y ) � ck�kV � for all � 2 H; (3:10)

which is (H2) of [27] if we identify W and V of [27] with the spaces H and

V �, respectively, of our notation here. The condition (H3) of [27] follows

from (2.4) and (2.9). We note that (3.10) implies the operatorM of (3.2)

can readily be continuously extended to V � ! L2(0; T ;Y ).
From (2.15) we have

k

Z t

0

S(t� s)Bu(s)dskH � bkukL2(0;T ;U); (3:11)

which is (H1) of [27]. Thus under the assumptions in Theorem 3.1 the

problem can be treated using the Pritchard-Salamon framework [27] (e.g.,

see Thm 2.2 of [17]).

(2) (See [1]) In the general case (i.e., B 2 L(U; V �); C 2 L(V; Y ) and

G 2 L(H)), the function t ! �T (t) satis�es the implicit integral Riccati
equation

�T (t)x = S�(T � t)GUT (T; t)x+

Z T

t

S�(s� t)C�CUT (s; t)xds for x 2 H;

(3:12)
where the evolution operator UT (s; t) is de�ned by

UT (t; s)x = S(t� s)x+

Z t

s

S(t� �)Bu�T�s(� � s;x)d� for x 2 H; (3:13)

and the optimal control u� is given by

u�T (t) = �B��T (t)UT (t; 0)z0 for z0 2 H: (3:14)

Next we consider the problem of minimizing the quadratic cost func-

tional

J(u; z) =

Z 1

0

(jjCz(t)jj2Y + jju(t)jj2U )dt (3:15)

subject to (2.20). The following lemma plays an important role in the

in�nite time interval problem and hence we shall sketch a proof.

Lemma 3.3 A semigroup S(t) generated via a sesquilinear form � sat-

isfying (2.1), (2.2) is (uniformly) exponentially stable on H if and only if

S(t) and S�(t) are exponentially stable on H, V and V �.

13
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Proof: We �rst assume that S(t) is exponentially stable on H . Then we

have kS(t)z0kH � Me��tkz0kH for some � > 0; M � 1 and any z0 2 H .

Using (2.2) and (2.12) for z(t) = S(t)z0; z0 2 V , we obtain

1

2
kz(t)k2H + !

Z t

0

kz(s)k2V ds � �

Z t

0

kz(s)k2Hds+
1

2
kz0k

2
H :

From this inequality and the exponential (in H) bound we �ndZ 1

0

kz(s)k2V ds �
1

!

�
M2�

2�
+
1

2

�
kz0k

2
H

and an application of Datko's lemma [10] yields exponential stability of S(t)
on V . Since kS(t)kL(V;V ) = kS�(t)kL(V �;V �), we also obtain exponential

stability of S�(t) on V �.
Since S�(t) is also exponentially stable on H , similar arguments begin-

ning with the bound for S�(t) on H yield that S�(t) is exponentially stable
on V and S(t) is exponentially stable on V �.

To argue the converse statement in the lemma, suppose that S(t) is
exponentially stable on V and recall that for � 2 H and t > 0; S(t)� 2
domH(A) where domH(A) is dense and continuously embedded in V . For
� 2 H and t > 1 we have

kS(t)�kH � kkS(t)�kV � kkS(t� 1)kL(V )kS(1)�kV

so that exponential stability of S(t) on V implies exponential stability on

H .

For the case when C is bounded (i.e., C 2 L(H;Y )), we have

Theorem 3.4 Assume C 2 L(H;Y ) and either Y is �nite dimensional, or

� satis�es (2.17), in addition to (2.1) and (2.2). If (A; B) is stabilizable,
i.e., there exists an operator K 2 L(H;U) such that A�BK generates an

exponentially stable semigroup on H and (A; C) is detectable, i.e., there

exists F 2 L(Y; V �) such that A � FC generates an exponentially stable

semigroup on V �, then the algebraic Riccati equation

(A��+�A��BB��+ C�C)x = 0 for all x 2 V

has a unique nonnegative solution � 2 L(V �; V ), A � BB�� generates

an exponentially stable semigroup U(t) on H, V and V �, and the optimal

solution that minimizes (3.15) is given by

u�(t) = �B��U(t)z0:

Proof: Note that for K 2 L(H;U)

�K(�;  ) = �(�;  ) + hK�;B� iU for all �;  2 V

14
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de�nes a continuous sesquilinear form on V where

Re�K(�; �) �
1

2
!jj�jj2V � (�+

1

2!
jjBjj2L(U;V �)jjKjj

2
L(H;U))jj�jj

2
H

=
1

2
!jj�jj2V � �K jj�jj

2
H :

Thus, by Lemma 3.3, the stabilizability of (A; B) implies that there exists
an K 2 L(V �; U) such that A � BK generates an exponentially stable

semigroup on V �, and similarly, the detectability of (A; C) implies that

there exists an F 2 L(Y; V �) such that A�FC generates an exponentially

stable semigroup on V �. The theorem now follows from [27, Theorems 3.3

and 3.4 and Remark 3.5]. Recall that the spaces W and V of [27] are chosen

as H and V �, respectively, in our framework here. We note that the space

Z of (H3) in [27] is here taken to be Z = domV �(A) = V endowed with

the graph norm corresponding to A; the condition (H3) follows then from

(2.4). Since B�� 2 L(H;U) it follows from the discussions in Section 2

that A � BB�� generates an analytic semigroup U(t) on H , V and V �.
Since domV �(A � BB��) = V; the exponential stability of U(t) on V �

implies that on H and V:
The case where C is unbounded (C 2 L(V; Y )) will be discussed in

Section 5.

4 Galerkin Approximation

We turn now to the approximation results that are the main focus of this

paper. Let V N be a sequence of �nite dimensional subspaces of V � H .

De�ne AN : V N ! V N by

h�AN�;  i = �(�;  ) for all �;  2 V N ; (4:1)

that is, AN is de�ned via restriction of � to V N � V N . For given B 2

L(U; V �), we de�ne BN 2 L(U; V N) by

hBNu;  i = hu;B� i for all  2 V N ; (4:2)

and CN denotes the restriction of C onto V N . We assume the approxima-

tion condition:

For any � 2 V , there exists a sequence �N in V N such that

k�N � �kV ! 0 as N !1.
(H1)

15
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4.1 Convergence of Galerkin approximations

The following lemma is standard in the literature (e.g., see Chapter III in

Lions [21]).

Lemma 4.1 Suppose (H1) is satis�ed and let f 2 L2(0; T ;V �) and z0 2 H.

If z(t) 2 V is de�ned by (2.11) with � = z0 and z
N(t) 2 V N ; t � 0 satis�es

d

dt
hzN (t);  i+ �(zN (t);  ) = hf(t);  iV �;V for all  2 V N (4:3)

zN(0) = PNz0;

then the error function eN (t) = zN(t)� z(t) satis�es

keN(t)kH ! 0 and

Z t

0

keN(s)k2V ds! 0 as N !1

uniformly in t 2 [0; T ].

In this lemma PN denotes the usual orthogonal projection of H onto

V N ; i.e., for � 2 H

PN� 2 V N and hPN�;  i = h�;  i for all  2 V N :

This projection can readily be extended to PN 2 L(V �; V N ) by replacing

h�;  i in the de�nition by h�;  iV �;V for all � 2 V �. Then the solution

zN(t) of (4.3) can be written as

zN (t) = etA
N

PNz0 +

Z t

0

e(t�s)A
N

PNf(s)ds:

It follows from (H1) that PN�! � in H for all � 2 H . In addition, we

have

Lemma 4.2 For Re� � � and � 2 V �

k(�I �AN )�1PN�kV �
k�kV �

!
(4:4)

k(�I �AN )�1PN�kH �
M0

j�� �j
k�kH (4:5)

k(�I �AN )�1PN�kV �
M1

j�� �j
1

2

k�kH (4:6)

where M0 = 1 +M=! and M1 = ((1 +M!)=!)
1

2 .

Moreover, for every � 2 V �

(�I �AN )�1PN�!(�I �A)�1� in V:

16
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Proof: First we observe that the sesquilinear form � restricted to V N

de�nes a continuous sesquilinear form on V N satisfying (2.2) for all u 2 V N .
Hence for � 2 V � and Re� � �; uN = (�I � AN )�1PN� 2 V N exists and

satis�es

�huN ;  i+ �(uN ;  ) = h�;  iV �;V for all  2 V N :

Thus, the �rst three estimates follow from exactly the same arguments as

in Lemma 3.6.1 of [31]. Since for all � 2 V �; u = (�I�A)�1� 2 V satis�es

�hu;  i+ �(u;  ) = h�;  iV �;V for all  2 V;

we obtain

�hu� uN ;  i+ �(u� uN ;  ) = 0 for all  2 V N :

By (H1), there exists a sequence ûN 2 V N such that kûN � ukV ! 0 as

N !1, and

�hûN � uN ;  i +�(ûN � uN ;  )

= �hûN � u;  i+ �(ûN � u;  ):

Choosing  = ûN � uN 2 V N , we then �nd from (2.1) and (2.2) that for

Re� � �,

kûN � uNkV �
c

!
ku� ûNkV

for some positive constant c. From this the desired convergence follows

immediately.

Using the Trotter-Kato theorem [26] and the estimates (4.5) and (4.6)

one can readily establish the following results (see [3] for proofs).

Lemma 4.3 For all � 2 H

8><
>:

ketA
N

PN�� S(t)�kH ! 0 as N !1

ketA
N�

PN�� S�(t)�kH ! 0 as N !1

(i)

where the convergence is uniform on bounded t-intervals. Moreover, for all

� 2 H

ketA
N

PN�kV �
c

t
1

2

k�kH ; ke
tAN

�

PN�kV �
c

t
1

2

k�kH (ii)

17
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and for t > 08><
>:

ketA
N

PN�� S(t)�kV ! 0 as N !1;

ketA
N�

PN�� S�(t)�kV ! 0 as N !1:

(iii)

Using Lemma 4.3 we have an approximation result in the bounded

output case corresponding to Theorem 2.2.

Lemma 4.4 If C 2 L(H;Y ) and the sesquilinear form � satis�es (2.17),

in addition to (2.1) and (2.2), then

MN�!M� in L2(0; T ;Y ) for all � 2 V �

and

MN�

y !M�y in V for all y 2 L2(0; T ;Y )

where for � 2 V �; M� is given by the continuous extension to V � (see

(3.10)) of the operator in (3.2) and MN 2 L(V �; L2(0; T ;Y )) is de�ned by

(MN�)(t) = CetA
N

PN� for � 2 V �:

The arguments behind these results are tedious but straightforward

once one uses the estimates of theorems 2.1 and 2.2 (which requires (2.17))

to establish uniform bounds for MN and MN�. The details can be found

in [4].

4.2 Convergence of Riccati solutions

We �rst consider the �nite horizon optimal control problem for (2.19)-

(2.20). Corresponding to a given approximation scheme as de�ned via

(4.1), (4.2), we formulate the Nth approximate problem in V N : Minimize

JN (0; T ;u) =
R t
0
(kCzN(t)k2Y + ku(t)k2U )dt

+hGzN(T ); zN(T )i

(4:8)

subject to
d

dt
zN (t) = ANzN(t) +BNu(t); t > 0

zN(0) = PNz0:

(4:9)

Then we may obtain the following convergence results using Theorem 3.1

and Lemmas 4.1-4.3 in the general case of unbounded output.
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Theorem 4.5 Suppose the sesquilinear form � satis�es (2.1) and (2.2)

and A is de�ned by (2.3), B 2 L(U; V �); C 2 L(V; Y ) and G 2 L(H) is

nonnegative. Suppose the approximation scheme satis�es (H1). Then the

optimal control uNT to the N th approximate problem for (4.8)-(4.9) con-

verges strongly to u�T , the optimal control for (2.19)-(2.20) in L2(0; T ;U)
for all z0 2 H. Moreover, if �NT (t); t � T is the solution to the Riccati

equation in V N :

d

dt
�NT (t) +AN

�

�NT (t) + �NT (t)A
N ��NT (t)B

NBN
�

�NT (t) + CN
�

CN = 0

(4:10)
and �NT (T ) = PNGPN , then for all � 2 H, �NT (t)P

N� converges strongly

to �T (t)� in H, uniformly in t 2 [0; T ], where the optimal control uNT (t); t �
T is given by

uNT (t) = �BN
�

�NT (t)z
N (t): (4:11)

Proof: The arguments are quite straight forward and are similar to those

given in [17]. We de�ne for the �nite dimensional problem analogues

LN ;MN ;LNT ;M
N
T ; u

N�

T ;�NT of the operators in (3.1)-(3.6). Use of lem-

mas 4.1 and 4.3 then yield at once that these operators converge in the

appropriate topologies to the corresponding operators in (3.1)-(3.6).

Under the stronger assumptions (including bounded output) in Theo-

rem 3.1, we obtain stronger convergence properties for �NT . The arguments

are quite similar to those just outlined, except we use the stronger results

for the extended operators in Lemma 4.4 in this case.

Theorem 4.6 Consider the case C 2 L(H;Y ). Assume either (i) Y is

�nite dimensional or (ii) the sesquilinear form � satis�es (2.17) in addition

to (2.1) and (2.2), is satis�ed. Then �NT (t) converges to �T (t) in L(V
�; V ),

uniformly on [0; T ].

We turn next to the in�nite horizon problem involving (3.15). We

assume

(H2) the injection i : V ! H is compact.

Then we have the uniform stabilizability result which is the unbounded

input analogue of the fundamental results of [6].

Lemma 4.7 Suppose (A; B) is stabilizable and (H2) holds. Then there

exists a sequence of operators KN 2 L(V N ; U) and positive constantsM1 �

1 and !1 independent of N and a positive integer N0 such that for all

N � N0

ket(A
N�BNKN )PN�kH �M1e

�!1tk�kH ; t > 0:
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Proof: Since (A; B) is stabilizable, there exists an operator K 2 L(H;U)
such that A � BK generates a uniformly exponentially stable semigroup

on H . Let KN be the restriction of K onto V N . Consider, as in the proof

of Theorem 3.4, the corresponding sesquilinear form �K on V

�K(�;  ) = �(�;  ) + hK�;B� i for �;  2 V: (4:12)

Then �K is continuous and for � 2 V

Re�K(�; �) � Re�(�; �) � kKkkB�kk�kHk�kV

�
!

2
k�k2V � �Kk�k

2
H

(4:13)

where �K = �+ kBk2kKk2=2!. Thus, Lemma 4.3 applies to ANK = AN �
BNKN where h�ANK�;  i = �K(�;  ) for all �;  2 V

N , so that

etA
N
KPN� ! T (t)� in H

etA
N�

K PN� ! T �(t)� in H

for every � 2 H and t � 0 and

ketA
N
KPN�kV �

~M

t
1

2

k�kH ; t > 0;

where T (t); t � 0 is the semigroup generated by A � BK. Since the

embedding i is compact, for a �xed t > 0 the set S = [N�1(e
tANKPN �

T (t))B is relatively compact in H , where B is the unit sphere of H . It

then follows from Proposition 3.7 in [7, p. 126] that

ketA
N
KPN � T (t)kL(H) ! 0 as N !1:

Since T (t); t � 0 is uniformly exponentially stable, there exists a t0 > 0

such that kT (t0)k �
1
2
. Hence for N su�ciently large ket0A

N
KPNkL(H) < 1

from which the desired results follows using standard semigroup arguments

(e.g., see the proof of Theorem 3.1.1 in [31]).

Combining Lemma 4.7 with arguments in [6] and [17], one obtains the

main result of this section concerning convergence for the bounded output

C 2 L(H;Y ), unbounded input, B 2 L(U; V �), case.

Theorem 4.8 Assume the conditions of Theorem 4.6 hold and (H1) and

(H2) are satis�ed. Suppose (A; B) is stabilizable and (A; C) is detectable.
Then for N su�ciently large, there exists a unique nonnegative self-adjoint

solution �N 2 L(V �; V ) to the algebraic Riccati equation in V N

AN
�

�N +�NAN � �NBNBN
�

�N + CN
�

CN = 0; (4:14)
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there exists constants M2 � 1 and !2 > 0 such that

ket(A
N�BNBN

�

�N )PN�kH �M2e
�!2tk�kH ; (4:15)

and �NPN�
s
! �� in V for every � 2 V �. Moreover, we have

kBN
�

�NPN �B��kL(H;U) ! 0

as N !1. The feedback system operator A�BBN
�

�N (i.e., the approx-

imate feedback controls in the original in�nite dimensional system) gener-

ates an exponentially stable analytic semigroup on H and for every � 2 H

J(�BN
�

�Nz(�); z0)� J(u�; z0) � "(N)k�k2H

where "(N)! 0 as N !1.

Proof: The arguments are essentially a repeat of those for theorems 2.2

and 3.1 of [6] and Theorem 2.6 of [17] where we use the appropriate norms

and topologies at each step. For the sake of completeness we give a brief

outline, referring the reader to [4] for details. We �rst consider �K and KN

as in Lemma 4.7. Using the inverse Laplace transform (see [31] or [29]) to

obtain a representation for analytic semigroups in terms of resolvents and

standard contour arguments (again see [29]) along with the bounds (4.6),

one readily obtains bounds

ketA
N
KPN�kV �

M

t1=2
e�w1tk�kH (4:16)

ketA
N
KPN�kH �

M

t1=2
e�w1tk�kV � (4:17)

for � 2 V �. These can then be used to argue

JN (uN
�

;�) � �k�k2V �

for N � N0 and � > 0 independent of N . This is the result of Step 1 in the

proof of Theorem 2.6 in the Appendix of [17] and guarantees (Theorem 3.3

of [27]) existence of the desired solutions to (4.14) for N su�ciently large.

Detectability and arguments similar to those in Lemma 4.7 yield bounds

similar to those in (4.16), (4.17) for et(A
N�GNCN )PN and hence uniform

detectability. Following arguments similar to those in Step 2 of the proof

of Theorem 2.6 in [17] (relying on Young's inequality and Datko's lemma),

one can obtain the bound (4.15). In fact, one also obtains a bound in which

the right side of (4.15) is replaced by

M

t1=2
e�

w2t

2 k�kV � :

21



H.T. BANKS AND K. ITO

Then with standard estimates (see the Appendix in [6] and (A.6), (A.7) of

[17])

k�NPN ��NT (0)P
NkL(V �;V ) �

�M2

T
e�w2T

k���T (0)kL(V �;V ) � �
M2

T
e�w2T ;

the convergence of Lemma 4.6 and the triangle inequality, we are able to

conclude that k�NPN � �kL(V �;V ) ! 0. Moreover, since the injection

i� : H ! V � is compact, we �nd

kBN
�

�NPN �B��kL(H;U) � kB�(�NPN ��)kL(H;U)

� kB�k k�NPN ��kL(H;V ) ! 0

as N !1.

5 Case of Unbounded C

In this section we consider the case C 2 L(V; Y ) and B 2 L(U; V �). Let

A0 be a self-adjoint operator on H de�ned by

dom(A0) = fu 2 V : j�0(u; v)j � kukvkH for all v 2 V g; and

hA0u; vi = �0(u; v) + �hu; viH for all u; v 2 V;
(5:1)

where �0 is the symmetric part of � (see Theorem 2.2) and

�0(u; u) + �hu; uiH � !kuk2V for u 2 V:

Let � = A
1=2
0 with dom(�) = V and for 0 � � � 1; V� denote (see

[22]) the intermediate space : V� = [V;H ]� =dom(�1��). Then we have

[V; V �]1=2 = H and the interpolation inequality

k�kV� � ck�k�Hk�k
1��
V � ck�k

�
2

V �k�k
�
2

V k�k
1��
V

� ck�k
�
2

V �k�k
1� �

2

V = ck�k�0V �k�k
1��0
V ;

(5:2)

where �0 =
�
2
. We assume throughout this section

(H3) kB��kU � bk�kV� with � < 1 for some b > 0 and let �0 =
�
2
:

Since � 2 Cl is not in sp(A), there exist � > 0;M > 0 and U0, a neighbor-
hood of � such that

�(A) � �+ = f� : 0 � j arg(�� �)j <
�

2
+ �g [ U0
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and

k(�I �A)�1kL(V �) �
M

1 + j�� �j
for � 2 �+

(e.g., see [31]). It then follows from [26, p. 69-75] that

(�I �A)�� =
1

�(�)

Z 1

0

t��1S�(t)dt for � � 0

where �(�) denotes the gamma function and S�(t) = e��tS(t); t � 0. Since

� 2 �(A), there exist constants � > 0 and M1 � 1 such that

kS�(t)kL(V �) �M1e
��t

kS�(t)kL(V �;V ) � M1

t e
��t:

(5:3)

Then for x 2 V = domV �(A
�)

k(�I �A�)��1xkV� �
1

�(1��)

R1
0
t��kS��(t)xkV�dt

� c
�(1��)

R1
0
t��kS��(t)xk

�0
V �kS

�
�(t)xk

1��0
V

� cM1

�(1��)

R1
0
t��+�0�1e��tkxkV �dt:

Hence if 0 < � < �0, then there exists M� > 0 such that

k(�I �A�)��1xkV� �M�kxkV � for all x 2 V:

Since V is dense in V � and V� is closed in V �, this implies dom((�I �
A�)1��) � V� and, therefore,

B�(�I �A�)1�� 2 L(V �; U): (5:4)

Under the assumption (H3), using the same arguments as in Theorem

1 [121], we have the following results on the solution �T (�) to the Riccati

equation (3.12).

Theorem 5.1 Assume (H3) holds. Let �T (�) be the solution to the integral

Riccati equation (3.12) with G = 0 and UT (t; s) be the evolution operator

de�ned by (3.13). Then for each T > 0, there exists a constant M > 0

such that

kUT (t; s)kL(V ) �Me�(t�s)

and for  < 1, there exists a constant M such that

k(�I �A�)�T (t)xkV � �MkxkV for 0 � t � T: (5:5)
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Moreover, if we assume

for any z 2 H there exists a control u 2 L2(0;1;U)
such that J(u; z) <1,

(H4)

then the constants M;M in the above are uniform in T .

By Theorem 5.1 and (5.4),

B��T (t) 2 L(V;H) and (B��T (t))
� = �T (t)B: (5:6)

Now it is not di�cult to argue (e.g., see [11]) that for x 2 V;�T (t)x; t � T
is given by

�T (t)x =

Z T

t

S(s� t)(C�C ��T (s)BB
��T (s))S(s � t)xds: (5:7a)

Since for x 2 domH(A), t ! S(t)x 2 V is strongly di�erentiable in

L2(0; T ;V ) with derivative S(t)Ax (see Theorem 2.1), �T (t)x; t � T satis-

�es the di�erential Riccati equation

h d
dt
�T (t)x; yi +hAx;�T (t)yi+ h�T (t)x;Ayi

�hB��T (t)x;B
��T (t)yi+ hCx;Cyi = 0

for all x; y 2 domH(A) and �T (T ) = 0. The following theorem follows

from (5.5).

Theorem 5.2 If (H3), (H4) hold and let �1 = s� lim�T (0) as T !1

in L(H), then for � 2 V and  < 1

(�I �A�)�T (0)�
w
! (�I �A�)�1� in V �:

Moreover, if (H2) is satis�ed, the convergence of above becomes strong and

�1 satis�es the algebraic Riccati equation

h�1x;Ayi +hAx;�1yi

�hB��1x;B��1yi+ hCx;Cyi = 0
(5:8)

for all x; y 2 domH(A).

Under the stronger assumption (below (5.11)) the sesquilinear form �
satis�es (2.16) and �1 2 L(V ); i.e.,

Theorem 5.3 Assume that the sesquilinear form � satis�es

j�1(�;  )j � ~Mk�kV��k kV (5:9)
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for some ~M > 0 and 0 � �� < 1 for all �;  2 V; in addition to (2.1) and

(2.2) and that (H2) and (H3) hold. Let �T (t); t � T be the solution to

the integral Riccati equation (3.12) with G = 0. Then, for each x 2 V ,
�T (t)x 2 C([0; T ];V ) \ C

1([0; T ];V �) and satis�es the Riccati equation

h d
dt
�T (t)x; yi = �(x;�T (t)y) + �(y;�T (t)x)

+hB��T (t)x;B
��T (t)yi � hCx;Cyi

for all x; y 2 V:

(5:10)

Moreover, if (H4) holds, then �1(= s � lim�T (0)) 2 L(V ) and satis�es

the algebraic Riccati equation

�(x;�1y) +�(y;�1x) + hB��1x;B��1yi

�hCx;Cyi = 0 for all x; y 2 V:
(5:11)

Then we have the optimal feedback solution:

Theorem 5.4 Assume the sesquilinear form � satis�es (5.9) in addition

to (2.1) and (2.2), and (H2) and (H4) hold. Then, if (A; B) is stabilizable
and (A; C) is detectable, then the algebraic Riccati equation (5.11) has a

unique non-negative solution � = �� 2 L(V ) and A � BB�� generates

a stable analytic semigroup T (t); t � 0 on H. The optimal control u� for

(3.15) is given by

u�(t) = �B��T (t)z; t � 0 for z 2 H:

Next we consider the Galerkin approximation of �1 2 L(V ). Let

V N ; AN ; BN ; CN and the projection PN be de�ned as in Section 4. We

will assume the following (stronger) approximation condition:

there exists a constant ~c > 0 such thatkPN�kV � ~ck�kV for all � 2 V:
(H5)

While the results below can be shown by some elaborate arguments with-

out assuming (H5), the condition (H5) is a standard assumption in �nite

element approximations (e.g., see [1]). Then, if (H1) and (H5) are satis�ed,

PN�! � in V for � 2 V and

PN�! � in V � for � 2 V �;
(5:12)

and moreover for Re� � �

k(�I �AN )�1PN�kV � �
~cM0

j�� �j
k�kV � : (5:13)
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In fact, if for � 2 V �, uN = (�I �AN )�1PN�, then

�huN ; �i+ �(uN ; �) = h�; �i for all � 2 V N :

Thus,
j�j khuN ; �ik � k�kV �k�kV + ckuNkV k�kV

�M0k�kV �k�kV

and choosing � = PN for all  2 V , this inequality yields (5.13).

Theorem 5.5 Suppose the assumptions in Theorem 5.4 hold and the ap-

proximation conditions (H1) and (H5) are satis�ed. Then, for N su�-

ciently large, there exists a unique non-negative solution �N = �N
�

2

L(V ) \ L(H) to the algebraic Riccati equation in V N

�(x;�Ny) +�(y;�Nx) + hB��Nx;B��Nyi

�hCx;Cyi = 0 for all x; y 2 V N ;
(5:14)

and there exist constants ~M � 1 and ~! > 0 such that

ket(A
N�BNBN

�

�N )PN�kH � ~Me�~!tk�kH ; t � 0:

Moreover,

�NPN�
s
! �1� in H for each � 2 H

�NPN�
w
! �1� in V for each � 2 V

and B��NPN
s
! B��1 in L(V; U) where �1 is the unique non-negative

solution to (5.11). Finally, for N su�ciently large, A�BBN
�

�N generates

a stable analytic semigroup on H.

6 Second Order Systems

Let V0 ,! H0 ,! V �0 be a Gelfand triple as discussed in Section 2. We

consider general second order systems in the context of sesquilinear forms

using the approach in Section 3 of [3]. Consider then the second order

system:
d2

dt2
w(t) +D0

d

dt
w(t) +A0w(t) = B0u(t) in V �0 ; (6:1)

where B0 2 L(U; V
�
0 ) and A0; D0 2 L(V0; V

�
0 ) are de�ned by

a(�;  ) =< A0�;  >V �
0
;V0 ; (6:2)

b(�;  ) =< D0�;  >V �
0
;V0 ; (6:3)
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for �;  2 V0 and a and b are continuous symmetric sesquilinear forms on
V0 � V0: We assume that a is V0-coercive (i.e., satis�es an equality of the

form (2.2) wherein without loss of generality we take ! = 1 and � = 0)

and b is nonnegative. Thus V0 can be equipped with the equivalent norm

k�kV0 =
p
a(�; �): Let V = V0�V0,H = V0�H0 and de�ne the sesquilinear

form � on V � V by

�((�1; �2); ( 1;  2)) = �a(�2;  1) + a(�1;  2) + b(�2;  2): (6:4)

We again have a solution semigroup on H for the systems (6.1) written in

�rst order form (e.g., see [3]). The generator A in this case is given by

A =

�
0 I

�A0 �D0

�
(6:5)

with dom(A) = f(�1; �2) 2 H : �2 2 V0 and A0�1 + D0�2 2 H0g: The
system described by (6.1)-(6.5) requires some separate analysis since some

of the conditions assumed in section 3 through 5 above are not satis�ed.

However as will be outlined below, the results in sections 3-5 are still valid

for control problems governed by (6.1) under appropriate conditions on A

and B = col [0; B0]:

6.1 Case of bounded C

It has been shown in [3] that A generates a C0-semigroup on H and that

if b is V0-coercive, then A generates an analytic semigroup S(t); t � 0. In

fact, the latter can be shown readily by observing that the sesquilinear

form � de�ned by (6.4) satis�es the conditions (2.1)-(2.2). Moreover, we

actually have from standard estimates (e.g., see [5]):

Lemma 6.1 Assume that b is V0-coercive. Then there exists a positive

constant M (which depends only on T ) such that

k

Z t

0

S(t� s)f(s)dskC(0;T ;V ) �MkfkL2(0;T ;H):

It follows directly from Lemma 6.1 that for any C 2 L(H;Y ), the
following condition holds: there exists c > 0 such that

k

Z t

0

S�(t� s)C�y(s)dskV � ckykL2(0;t;Y ) (6:6)

for all t 2 [0; T ] and y 2 L2(0; T ;Y ). From duality (see [27]) it follows

then that (3.10) holds and indeed the conditions of [27] are satis�ed (see
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Remark 3.2(1)). Thus if b is V0-coercive, we have that the conclusions of
Theorems 3.1 and 3.4 hold for the second order system problem governed

by (6.1)-(6.5). Moreover, it is not di�cult to show that the conclusions

of Lemma 4.4 for the Galerkin approximation holds for this case. Thus

the conclusions of Theorem 4.6 applies to this case for approximations of

solutions to the di�erential Riccati equation analogues of (4.10).

In the case of the in�nite horizon problem and associated algebraic

Riccati equation, to obtain Theorem 4.8 and Lemma 4.7 we assumed (H2):

V is compactly embedded into H . This condition (H2) is not true for

the second order system problem formulated here. But we have a result

corresponding to Lemma 4.7 for these problems.

Lemma 6.2 Assume that V0 is compactly embedded into H0 and b = a+�b;
for some  > 0 where the continuous sesquilinear form �b on V0�V0 satis�es
for some �� 2 R

Re �b(�; �) � �


2
k�k2V0 � ��k�k2H0

for all � 2 V0, and A
�1
0

�D0 is a compact operator on V0 with �D0 2 L(V0; V
�
0 )

de�ned by < �D0�;  >V �
0
;V0=

�b(�;  ): Then if for some � 2 R and M � 1

kS(t)kL(H) �Me�t; t � 0

then for any " > 0 there exists an integer N" such that for N � N"

kSN(t)PNkL(H) � ~Me(�+")t; t � 0

for some constant ~M > 0 independent of N , where SN(t) = eA
N t with AN

de�ned as in (4.1).

Proof: From (6.4) we have for z = (�1; �2) 2 V

Re �(z; z) �


2
k�2k

2
V0 � ��k�k2H0

:

Thus � satis�es (2.1)-(2.2) with ! = 
2
and the semigroup etA

N

on V N is

represented by

etA
N

PN =
1

2�i

Z
�

e�t(�I �AN )�1PNd�

where � is the integration path (shifted by ��) as described in [29, Theorem

6.A]. Hence it su�ces to argue that k(�I�AN )�1PNk is uniformly bounded
on fRe � � � + "g and in N: Consider the resolvent equation

�z1 � z2 = f 2 V0 (6:7)

�z2 +D0z2 +A0z1 = g 2 H: (6:8)
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From (6.7), z2 = �z1 � f: It thus follows from (6.8) that

(�2 + �D0 +A0)z1 = g + �f +D0f in V �0 ;

where by the assumption D0 = A0 + �D0: Equivalently,

(I +
�2

� + 1
A�10 +

�

� + 1
A�10

�D0)z1

=
f

� + 1
+

A�10
� + 1

(g + �f + �D0f):

Thus, if Re� > �; then (I + �2

�+1
A�10 + �

�+1
A�10

�D0)
�1 exists and is

bounded. Similarly we have

(�I �AN )(zN1 ; z
N
2 ) = (PNV0f; P

N
H0
g)

is equivalent to

(I +
�2

� + 1
(AN0 )

�1 +
�

� + 1
(AN0 )

�1 �DN
0 )z

N
1

=
fN

� + 1
+
(AN0 )

�1

� + 1
(gN + �fN + �DN

0 f
N)

(6:9)

and zN2 = �zN1 � fN where fN = PNV0f; g
N = PNH0

g and PNV0 and PNH0
are

the orthogonal projections onto V N of V0 and H0; respectively. Here for

zN 2 V N

(I +
�2

� + 1
(AN0 )

�1 +
�(AN0 )

� + 1

�1

�DN
0 )z

N
1

= (I +
�2

� + 1
A�10 +

�A�10
� + 1

�D0)z
N
1

+
�2

� + 1
(A�10 � (AN0 )

�1)PNH0
zN1

+
�

� + 1
(A�10

�D0 � (AN0 )
�1 �D0)z

N
1 :

Since (AN0 )
�1 �DN

0 = PNV0A
�1
0

�D0 and V0 is compactly embedded into H0

k(AN0 )
�1PNH0

�A�10 kL(H0) and k(A
N
0 )

�1 �DN
0 �A�10

�D0kL(H0) ! 0

as N !1: Hence for N su�ciently large

(I +
�2

� + 1
(AN0 )

�1 +
�

� + 1
(AN0 )

�1 �DN
0 )

�1PNV0
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exists and is uniformly bounded in any compact set in fRe � > �g: It
thus follows from (6.9) that there exists an integer N" such that for N �

N"; (�I �A
N )�1PN is uniformly bounded on fRe � � � + "g; which com-

pletes the proof.

It thus follows from Lemma 6.2 that under the assumptions in Lemma

6.2, the assumptions (H1) and stabilizability and detectability of Theorem

4.8, the conclusions of Theorem 4.8 hold for the case when A is de�ned by

(6.5), B = col [0; B0]; and C 2 L(H;Y ):

6.2 Cases of unbounded C

For the case when C 2 L(V; Y ) we assume that there exists 0 � � < 1 such

that

kB�0�kU � bk�kV �
0

for � 2 V; (6:9)

where V �0 is the intermediate space = [V0; H0]�; 0 � � � 1 de�ned as in

Section 5. Since V � = [V;H ]� = V0�V
�
0 ; 0 � � � 1 the assumption (H3) is

satis�ed. Assuming the �nite cost condition (H4), it follows from Theorem

5.2 that there exists an operator � 2 L(H) \ L(V; V �) (for all 0 � � < 1)

such that �T (0)� ! �� weakly in V � for all � 2 V . In the case of the

second order system (6.1)-(6.3), the assumption (H2) is not valid. However,

P2V = V0 is compactly embedded into P2H = H0 and B�P2 = B� where
P2 is the projection of H onto the subspace f0g � H0. This fact can be

used to show that B��T (0)� ! B��� strongly in U for each � 2 V and

that � satis�es the algebraic Riccati equation

A��+�A��BB��+ C�C = 0 (6:10)

in the sense of Theorem 5.2 (i.e., see (5.8)).

The condition (5.9) is not satis�ed for the second order system de�ned

by (6.4)-(6.5) since

�1(�;  ) = �a(�2;  1) + a(�1;  2)

for � = (�1; �2);  = ( 1;  2) 2 V . Hence, theorems 5.3-5.5 cannot be

applied directly to the second order system (6.1)-(6.3). In what follows we

employ the structure of solutions to the Riccati equation to establish the

results that correspond to theorems 5.3-5.5 for the second order system.

Since the adjoint operator A� of A is given by

A� =

�
0 �I

A0 �D�0

�
;
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the Riccati equation (6.10) can be written in terms of the operator matrix

� =

�
�11 �12

�21 �22

�
on V0 �H0 as

��21 ��12A0 ��12B0B
�
0�21 +Q11 = 0

A0�11 �D�
0�21 ��22A0 ��22B0B

�
0�21 +Q21 = 0 (6:11)

A0�12 +�21 �D�
0�22 ��22D0 ��22B0B

�
0�22 +Q22 = 0

where Q = C�C =

�
Q11 Q12

Q21 Q22

�
on V0 � H0. Since � is self-adjoint on

H = V0�H0 and H is equipped with the norm
q
hA0�1; �1i+ j�2j

2
H0
; � =

(�1; �2) 2 H , it follows that �21 2 L(V0; H0); �
�
21 = A0�12 2 L(H0; V0)

and ��11 = A0�11 2 L(V0; V
�
0 ): Note that the third equation of (6.11)

is the Lyapunov equation for the self adjoint operator �22 on H0, given

�21 2 L(V0; H0); and that Q22 + A0�12 +�21 � �22BB
��22 2 L(V0; V

�
0 )

is bounded and symmetric.

As in Lemma 6.2, we have assumed that V0 is compactly embedded

into H0 and that the sesquilinear form b in (6.3) is given by b = a + �b
(equivalently, D0 = A0 + �D0) where �b now satis�es

j�b(�;  )j � �Mk�kV ��
0

k kV0 ; 0 � �� < 1 (6:12)

for all �;  2 V0: It then follows from Theorem 5.3 that �22 2 L(V0; V0):

Moreover, premultiplying the second equation of (6.11) by A
� 1

2

0 (recall that

A0 is self-adjoint) we obtain

(�I � A
� 1

2

0 ( �D�0 ��22B0B
�
0)A

� 1

2

0 )A
1

2

0 �21

= A
1

2

0 �11 +A
� 1

2

0 Q21

where A
� 1

2

0 ( �D�
0 ��22B0B

�
0 )A

� 1

2

0 2 L(H0) is compact and

A
1

2

0 �11 +A
� 1

2

0 Q21 2 L(V0; H0):

Thus A
1

2

0 �21 2 L(V0; H0) and therefore � 2 L(H) \ L(V ). Furthermore, a
similar argument using the partitioning of Riccati solutions can be applied

to establish the corresponding result to Theorem 5.5.

The case of the structural damping (2.31) can be treated directly using

the results in sections 3-5.
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